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Preface

These are notes for the lecture course “Differential Geometry II” held by the
second author at ETH Ziirich in the spring semester 2011. A prerequisite
is the foundational chapter about smooth manifolds in [16] as well as some
basic results about geodesics. For the benefit of the reader we summarize
the relevant material in Chapter 1 of the present manuscript.

The first half of the book deals with degree theory, the Pontryagin con-
struction, intersection theory, and Lefschetz numbers. In this part we follow
closely the exposition of Milnor in [10]. For the additional material on in-
tersection theory and Lefschetz numbers an excellent reference is the book
by Guillemin and Pollak [5].

The second half of the book is devoted to differential forms and de-
Rham cohomology. It begins with an elemtary introduction into the subject
and continues with some deeper results such as Poincaré duality, the Cech-
deRham complex, and the Thom isomorphism theorem. Many of our proofs
in this part are taken from the classical textbook of Bott and Tu [2] which
is also a highly recommended reference for a deeper study of the subject
(including sheaf theory, homotopy theory, and characteristic classes).

2 May 2011 Joel W. Robbin and Dietmar A. Salamon
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Chapter 7

Differential Forms

This chapter begins with an elemntary discussion of differential forms on
manifolds. Section 7.1 explains the exterior algebra of a real vector space
and its relation to the determinant of a square matrix. In Section 7.2 we
introduce differential forms on manifolds, their exterior products and pull-
backs, and the exterior differential in local coordinates as well as globally.
The section closes with a brief discussion of deRham cohomology. Sec-
tion 7.3 introduces the integral of a compactly supported differential form
of top degree over an oriented manifold and and contains a proof of Stokes’
theorem. In Section 7.4 we prove Cartan’s formula for the Lie derivative of
a differential form in the direction of a vector field. We use it in Section 7.5
to show that a top degree form on a compact connected oriented smooth
manifold without boundary is exact if and only if its integral vanishes. As
applications of these results we prove the degree theorem and the Gauss—
Bonnet formula. The chapter closes with an introduction to Moser isotopy
for volume forms.

7.1 Exterior Algebra

7.1.1 Alternating Forms

We assume throughout that V is an m-dimensional real vector space and
k € N is a positive integer. Let Si denote the permutation group on k
elements, i.e. the group of all bijective maps o : {1,...,k} — {1,...,k}. The
group operation is given by composition. There is a group homomorphism
e : Sk — {£1} defined by

e(o) = (—1)", v(o):=# {(i,j) e{l,....k}Y?|i<j, o@) > J(j)} )

13
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Definition 7.1. An alternating k-form on V is a multi-linear map
w:Vx--xV-oR
—_———
k times

satisfying
W(Vs(1)s- -+ Vo)) = E(O)w(v1, ..., Vk)

for allvy,...,vr € V and all 0 € Si. An alternating 0-form is by defini-
tion a real number. The vector space of all alternating k-forms on V' will be
denoted by

ARV = {w VP 5 R|w is an alternating k—fm’m} .

For w € A*V* the integer k =: deg(w) is called the degree of w.
Example 7.2. The space of alternating O-forms is the real line: A°V* =R

Example 7.3. The space of alternating 1-forms is the dual space of V:
A'V* = V* := Hom(V, R).

In the case V = R™ denote by da’ : R™ — R the projection onto the ith
coordinate, i.e.

da'(¢) = ¢’
for € = (¢4,...,6€™) € R™ and i = 1,...,m. Then the linear functionals
dzl, ... dz™ form a basis of the dual space (R™)* = AL(R™)*.

Example 7.4. An alternating 2-form on V is a skew-symmetric bilinear
map w: V x V — R so that

wv,w) = —w(w,v)

for all v,w € V. In the case V = R" an alternating 2-form can be written
in the form

w(&,n) = (£, An)

for £,n € R™, where (-,-) denotes the standard Euclidean inner product on

R™ and A = —AT € R™*™ is a skew-symmetric matrix. Thus
dim A2y = ™M=
5 .

for every m-dimensional real vector space V.
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Definition 7.5. Let I, = Zy(m) denote the set of ordered k-tuples
I=(iy,...,i) € N*, 1<ip <ig<---<ip<m.
For I = (i1,...,ix) € Iy the alternating k-form

del R x ... x R™ - R
N —

k times
s defined by
il 31 . 521
i? 32 oo 522
de’ (&1, &) =det | 7. 7 , (7.1)
i ik i
. o g

for & = ( },,5;”) eR™, j=1,...,k.
Lemma 7.6. The elements dax’ for I € Ty, form a basis of A¥(R™)*. Thus,
for every m-dimensional real vector space V, we have

), k=0,1,...,m,

m

dim AFV* = ( .
and AFV* =0 for k > m.

Proof. The proof relies on the following three observations.

(1) Let eg,...,e, denote the standard basis of R™ and fix an element
J=(j1,---,Jk) € Ii. Then, for every I € 7, we have

1, if I =,
dxl(ejl,...,ejk):{ 0 14

(2) For every w € A¥(R™)* we have
w=20 — w(eil,...,eik):O VI:(il,...,ik)EZk.
(3) Every w € A¥(R™)* can be written as

I
w= g wrdx’, wr = w(€,.--,€i)-
IEIk

Here assertions (1) and (2) follow directly from the definitions and asser-
tion (3) follows from (1) and (2). That the dz! span the space A¥(R™)*
follows immediately from (3). We prove that the dz! are linearly inde-
pendent: Let w;y € R for I € 7, be a collection of real numbers such
that w := Y ;wrdz’ = 0; then, by (1), we have w(ej,,...,e;,) = wy for
J = (j1,.--,Jk) € Iy and so wy = 0 for every J € Zy. This proves the
lemma. O
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7.1.2 Exterior Product

Let k,£ € N be positive integers. The set Sy C Sk of (k,¢)-shuffles is
the set of all permutations in Sy, that leave the order of the first £ and of
the last £ elements unchanged:

Sk ={0 € Spe|lo(l) <---<ok),ok+1)<---<ak+0)}.
The terminology arises from shuffling a card deck with k + ¢ cards.

Definition 7.7. The exterior product of two alternating forms w € AFV*
and T € AV* is the alternating k + -form w A T € AFHV* defined by

(WAT)(V1,. ., Vgsp) = Z g(o)w (%(1), .. ,vg(k)) T (Ua(k+1)7 . ,v(,(kH))
UES;C,[

forvy, ... ,vpe €V,

Example 7.8. The exterior product of two 1-forms «, 8 € V* is the 2-form
(@A B)(v,w) = a()B(w) — a(w)B(v).
The exterior product of a 1-form o« € V* and a 2-form w € A?V* is given by
(a ANw)(u,v,w) = a(u)w(v,w) + a(v)w(w, u) + a(w)w(u, v)
for u,v,w € V.
Lemma 7.9. (i) The exterior product is associative:
w1 A (w2 Aws) = (w1 Awz) A ws

for wi,wo, w3 € A*V*.

(ii) The exterior product is distributive:
wi A (WQ +w3) = w1 N\ wy + w1 A ws

for wi,wo, w3 € A*V*.

(ii) The exterior product is super-commutative:
WAT = (—1)deg(“’) deg(T) 7 A w

forw, T € A*V*,
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Proof. Let w; € A¥V*_ denote
k= ki + ko + ks,
and define Si, i, 1, C Sk by
o(l) < < o(ky),
Skhkz,ka =40 €S O-(kl + 1) << U(kl + k?2), ,
0'(/{?14-/{24-1) < .- <O’(k)

Let w € AFV* be the alternating k-form

wv, ) = Y (0w (Va(1y - Vohn)) -

€Sk, kg k3
T w2 (vo(lirl)a s ?vo(k1+k2)) w3 (vo(k1+k2+1)a s avo(k)) .
Then it follows from Definition 7.7 that
A (WQ /\w;g) = (w1 /\WQ) N w3

This proves (i). Assertion (ii) is obvious.
To prove (iii) we define the bijection

Sk,g —)Sg,k io— 0o

by
i) = o(k+1i), fori=1,...,¢,
TZ L oli—0), fori=C+1,... 04k
Then
£(0) = (-1)e(0)
and hence, for w € A*V*, 7 € AV*, and v1,...,v44¢ € V, we have
(W/\T) (Ul,...,karg)
= Z 6(0-)("} (vo(l)a s ’vo(k)) T (vo(kJrl)a s avo(kJrZ))
UESk,g
= (—1)“ Z e(o)w (’L)g(ngl), . ,Ug(ngk)) T (Ug(l), e ,Ug(g))
EESe,k
= (=1)M(T Aw) (V15 vrpe)

This proves (iii) and the lemma.
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Exercise 7.10. The Determinant Theorem asserts that

ar(v) on(v2) -+ o (vk)
a9 U1 a92( U9 e (O A%

(al/\"'/\ak)(vl,""vk):det ( ) ( ) ( ) (72)
ag(vy) og(v2) -+ o(vk)

for all aq,...,ap € V* and vy,...,v; € V. Prove this formula and deduce

that A A
dz’ = da™ Ao A dax'
for I = (i1,...,i) € Ir, where dz! € A¥(R™)* is given by (7.1).

7.1.3 Pullback
Let W be an n-dimensional real vector space and ® : V' — W be a linear
map.

Definition 7.11. The pullback of an alternating k-form w € A*W* under
® is the alternating k-form ®*w € AFV* defined by

(P*w)(vy, ..., vg) := w(Puvy, ..., Pug)
foruvi,...,vp € V.
Lemma 7.12. (i) The map A*W — A*V : w — ®*w is linear and preserves
the exterior product, i.e. for all w € AKW* and 7 € A*W* we have
D" (wAT).

(ii) If ¥ : W — Z is another linear map with values in a real vector space
Z then, for every w € A*Z*, we have

(To®)'w="Vw
Moreover, for everyw € A*V*, we have id*w = w, whereid : V. — V denotes
the identity map.

(iii) If ® : V — V is an endomorphism of an m-dimensional real vector
space V and w € AV then

O w = det(P)w.

Proof. Assertions (i) and (ii) follow directly from the definitions. By (ii) it
suffices to prove (iii) for V' =R™. In this case assertion (iii) can be written
in the form

®* (dz' A+ Ada™) = det(®)dz' A - A da™
for & € R™*™ and this follows from (7.1) and the product formula for the
determinant. This proves the lemma. O
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7.2 Differential Forms

7.2.1 Definitions and Remarks

Let M be a smooth m-manifold and k£ be a nonnegative integer. A differ-
ential k-form on M is a collection of alternating k-forms

wp: TpyM x - x T,M — R,

k times

one for each p € M, such that, for every k-tuple of smooth vector fields
X1,..., Xk € Vect(M), the function

M —R:p—w,(Xi(p),...,Xk(p)

is smooth. The set of differential k-forms on M will be denoted by QF(M).
A differential form w € Q¥(M) is said to have compact support if the set

supp(w) == {p € M |w, # 0}

(called the support of w) is compact. The set of compactly supported k-
forms on M will be denoted by QF(M) c QF(M). As before we call the
integer k =: deg(w) the degree of w € QF(M).

Remark 7.13. The set
AFT*M = {(p,w) lpe M, w e AkT*M}

is a vector bundle over M. This concept will be discussed in detail in
Section 9.1. We remark here that A¥T*M admits the structure of a smooth
manifold, the obvious projection 7 : A¥T*M — M is a smooth submersion,
each fiber A”“Tgk M is a vector space, and addition and scalar multiplication
define smooth maps. The manifold structure is uniquely determined by the
fact that each differential k-form w € Q¥(M) defines a smooth map

M — A*T*M : p— (p, wp),

still denoted by w. Its composition with 7 is the identity on M and such a
map is called a smooth section of the vector bundle. Thus QF(M) can be
identified the space of smooth sections of A¥T*M. It is a vector space and is
infinite dimensional (unless M is a finite set or & > dim M). In particular,
A°T*M = M x R and

QM) ={f: M — R|f is smooth}

is the set of smooth real valued functions on M, also denoted by F(M),
C*(M,R), or simply C*°(M).
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The pointwise exterior product defines a bilinear map
QF (M) x QM) — QM) 2 (w,7) —» wA T,
given by
(WAT)p :=wp ATp (7.3)
forpe M. If f: M — N is a smooth map between manifolds and w €
QF(N) is a differential k-form on N, its pullback under f is the differential
k-form f*w € QF(M) defined by
(ffw)pvr,...,vg) = wf(p)(df(p)vl, o df(p)og) (7.4)

for p € M and vy,...,v; € T,M. The next lemma summarizes the basic
properties of the exterior product and pullback of differential forms.

Lemma 7.14. Let ¢ : M — N and ¢ : N — P be smooth maps between
manifolds.

(i) For all wy,wq,ws € Q*(M) we have
w1 A (w2 Aws) = (w1 Awa) A ws.
(ii) For all wy € Q¥(M) and wa,ws € QYM) we have
w1 A (w2 +w3) = w1 Awa + wi Aws.
(iii) For w,T € Q*(M) we have
wAT = (—1)des@des(m)r A,

(iv) The map QF(N) — QF(M) : w — ¢*w is linear and preserves the
exterior product, i.e. for w € Q¥(N) and 7 € QY(N) we have
P*(WAT) = WA P*T.
(v) For every w € Q¥(P) we have
(Yo ¢)'w=0¢"Pw.

Moreover, for every w € QF(M), we have id*w = w, where id : M — M
denotes the identity map.

(vi) If  : M — N is a diffeomorphism then, for all w € QF(N) and
X1,..., X € Vect(N), we have

(P*w) (" X1,..., 0" Xy) = w(Xq,..., Xg) 0 ¢.

Proof. Assertions (i), (ii) and (iii) follow from Lemma 7.9, assertion (iv)
follows from Lemma 7.12, (v) follows from Lemma 7.12 and the chain rule,
and (vi) follows directly from the definitions. O
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7.2.2 Differential Forms in Local Coordinates

Let M be an m-dimensional manifold equipped with an atlas {Uy, ¢q }acA-
Thus the U, form an open cover of M and each map ¢, : Uy — ¢4(Uy) is a
homeomorphism onto an open subset of R™ (or of the upper half space H™
in case M has a nonempty boundary) such that the transition maps

$pa = 050 05"+ $a(Ua NUs) = ¢5(Ua NUp)
are smooth. In this situation every differential k-form w € QF(M) deter-
mines a family of differential k-forms we € Q2%(¢4(Uy)), one for each a € A,
such that the restriction of w to U, (denoted by w|y, and defined as the
pullback of w under the inclusion of U, into M) is given by
WU, = Pawa (7.5)
for every a € A. Explicitly, if

p € Uq, v; € TpM7 T = ¢a(p)7 i = d(ﬁa(p)vi
fori=1,...,k then
wa(x; 517"'?5’9) :wp(v17"'7vk)' (7'6)

Recall that v; € T,M and & € R™ are related by v; = [, &;], in the tangent
space model

T,M = | J {a} xR™/ ~.

p€EUa
Now let e, ...e,, denote the standard basis of R™ and define
fa,[ : Ua —R
by
fa,f(x) (1‘ EARERRR) eik) =Wp ([a7 eil]pv R [04, eik]p)

for z € ¢o(Uys), p := ¢5'(x) € Uy, and I = (iy,...,i;) € Ix. Then
Wa € Q¥(¢pa(Uy)) can be written in the form

wo =Y fasda’. (7.7)

1€Ty,

Remark 7.15. The differential forms w, € QF(¢o(U,)) in local coordinates
satisfy the equation

Walga(anvy) = (¢p0 o) W8l g5 (UanUs) (7.8)

for all a,8 € A. Conversely, every family of differential k-forms ¢, €
QF (¢ (Uy,) that satisfy (7.8) for all o, 3 € A determine a unique differential
k-form w € QF(M) such that (7.5) holds for every a € A.
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7.2.3 The Exterior Differential on Euclidean Space

Let U C R™ be an open set. The exterior differential is a linear operator
d: QFU) — QFHU).

We give two definitions of this operator, corresponding to the two ways of
writing a differential form.

Definition 7.16. Let w € QF(U). Then w is a smooth map

w:UxR™"x.---xR™ >R
—
k times
such that, for every x € U, the map

R™ x - xR™ = R: (&1,...,&) = w61, ..., &)

k times

1s an alternating k-form on R™. The exterior differential of w is the
(k + 1)-form dw € QTY(U) defined by

k1
- d ~
dw (261, k) 1= Y _(=1)7 @ <~"3 S S HSTRRRRSIRp ,€k+1)
j=1 t=0

(7.9)
forx € U and &, ...,&1 € R™. Here the hat indicates that the jth term
1s deleted.

Definition 7.17. Let w € Q¥(U) and, for I = (i1,...,i;) € Iy, define
fr:U—=R by

fi(z) = w(zse,. .. e).

w= Z frdz!

1€Ty,

Then

and the exterior differential of w is the (k + 1)-form

ox?
v=1

dw =Y dfi ndz', dfr = da” . (7.10)

IEIk
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Remark 7.18. Let f € Q°(U) be a smooth real valued function on U. Then
df € Q1(U) is the usual differential of f, which assigns to each point z € U
the derivative df (x) : R™ — R given by

S+t — f@) - Of

t—>0 t oxY
v=1

df (z;§) = df (x)§ = £

Here the last equality asserts that the derivative of f at x is given by mul-
tiplication with the Jacobi matrix. Thus

—Of
df =) o da
v=1

and this shows that the two definitions of df € Q'(U) in (7.9) and (7.10)
agree for k = 0.

Remark 7.19. We prove that the definitions of dw in (7.9) and (7.10) agree
for all w € QF(U). To see this write w is the form

w=Y_ fdz',  fi:U—=R

1€T;
Then
w(x;é.la"'aé.k Zf[ dl’ 517"'75]4:)

I€Ty,

for all z € U and &1, ...,& € R™. Hence, by (7.9), we have

d(AJ(I' 517 cee 7§k+1)
kJrl

IGIk ] 1
k+1

_ZZ ] 1df[1'§j)dx <§1,_..,é},...,§k+1)

1€Zy, j=1

= Z(dfj/\dmf)(ﬂc;&,---,fkﬂ)

IEIk

f]($+t§j)d.%'l <§17"'7é}7"' 7§k+1)

for all x € U and &1,...,&+1 € R™. The last term agrees with the right
hand side of (7.10).
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Lemma 7.20. Let U C R™ be an open set.
(i) The exterior differential d : QF(U) — QF1(U) is a linear operator.

(ii) The exterior differential satisfies the Leibnitz rule
dwAT)=dw AT+ (1)@ A dr.

(iii) The exterior differential satisfies dod = 0.

(iv) The eaterior differential commutes with pullback: If ¢ : U — V is a
smooth map to an open subset V.C R™ then, for every w € QF(V), we have

¢ dw = dop*w.

Proof. Assertion (i) is obvious. To prove (ii) it suffices to consider two
differential forms
w = fda!, T = gdz’

with I = (i1,...,ik) € I, J = (J1,---,J¢) € Iy, and f,g : U — R. Then it
follows from Definition 7.17 that
dwAnT) = d(fgdz’ Adz”)
= d(fg) Adz' Adx?
= (gdf + fdg) Adz! A dx?
= (df Ada") A (gda?) + (=1)F(fdx!) A (dg A da?)
= dwAT+ (=DFwAdr,
For general differential forms on U assertion assertion (ii) follows from the

special case and (i).
We prove (iii). For f € Q°(U) we have

Y R R B o S
ddf = d ol Z et A da? = 0.

Jj=1 i,j=1

Here the last equality follows from the fact that the second partial derivatives
commute. This implies that, for every smooth function f : U — R and every
multi-index I = (i1, ...,ix) € Zx, we have

dd(fda') = d(df A dx!) = ddf A da! — df A ddz! = 0.

Here the second equation follows from (ii) and the last from the fact that
ddf = 0 (as showsn above) and ddx! = 0 (by definition). With this under-
stood assertion (iii) follows from the fact that d : Q¥(U) — Q*1(U) is a
linear operator.
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We prove (iv). Let U C R™ and V' C R™ be open sets and ¢ : U — V
be a smooth map. We denote the elements of U by x = (x!,... 2™), the
elements of V by y = (y',...,9"), and the coordinates of ¢(x) by

$(x) =t (¢'(2),..., 9" ()

for € U. Thus each ¢’ s a smooth map from U to R and we have

¢rdy’ = 40 i — d¢’. (7.11)
i=1

dx?

Moreover, if g € Q°(V) is a smooth real valued function on V, then
P*g=ygoo, dg:zwdy,
=1 %Y

and hence

(

Here the second equation follows from the chain rule and the fourth equation
follows from (7.11). For J = (ji,...,jkx) € Zx we have

d(¢*dy”) = d(¢*dy™ A --- ¢*dy’*) = d(d¢’* A --- ANd¢PF) =0.  (7.13)

Here the first equation follows from Lemma 7.14 and the determinant the-
orem in Exercise 7.10, the second equation follows from (7.11), and the last
equation follows from the Leibnitz rule in (ii) and the fact that dd¢’ = 0 for
every j, by (iii). Combining (7.12) and (7.13) we obtain

¢*d(gdy”) = ¢*dg A ¢*dy”’ = d(¢*g) A ¢*dy”’ = dé™ (gdy”)

for every smooth function g : V' — R and every J € Zj. This proves (iv)
and the lemma. 0
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7.2.4 The Exterior Differential on Manifolds

Let M be a smooth m-dimensional manifold with an atlas {Uy, ¢4 }aca and
let w € QF(M) be a differential k-form on M. Denote by

Wao € Qk(¢a(Ua))
the corresponding differential forms in local coordinates so that
wlu, = dawa (7.14)

for every a € A. The exterior differential of w is defined as the unique
(k + 1)-form dw € QF1(M) that satisfies

dwlu, = dpdwa (7.15)

for every @ € A. To see that such a form exists we observe that the wy,
satisfy equation (7.8) for all a, B € A. Then, by Lemma 7.20, we have

dwalgoUanuy) = (85 © ¢0 ') dwsl oy wanuy)

for all o, 5 € A and so the existence and uniqueness of the (k + 1)-form dw
satisfying (7.15) follows from Remark 7.15. It also follows from Lemma 7.20
that this definition of dw is independent of the choice of the atlas.

Lemma 7.21. Let M be a smooth manifold.
(i) The exterior differential d : Q*(M) — QF1(M) is a linear operator.

(ii) The exterior differential satisfies the Leibnitz rule

dwAT) =dw AT+ (=1)38@ A dr.

(iii) The exterior differential satisfies d o d = 0.

(iv) The exterior differential commutes with pullback: If ¢ : M — N is a
smooth map between manifolds then, for every w € Q*¥(N), we have

O dw = dop*w.

Proof. This follows immediately from Lemma 7.20 and the definitions. [
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7.2.5 DeRham Cohomology

Lemma 7.21 shows that there is a cochain complex

Qo) L ot -5 2 L - L am,

called the deRham complex. A differential form w € QF(M) is called
closed if dw = 0 and is called exact if there is a (k — 1)-form 7 € QF~1(M)
such that d7 = w. Lemma 7.21 (iii) asserts that every exact k-form is closed
and the quotient space

HE(M) = kerd : QF(M) — Q*1(M)  {closed k — forms on M}
" imd: QF1(M) — QF (M) {exact k — forms on M}

is called the kth deRham cohomology group of M. By Lemma 7.21 (i)
is a real vector space. By Lemma 7.21 (ii) the exterior product defines a
bilinear map

H*(M) x HY(M) — H*(M) : ([w],[7]) = [w] U [7r] :== [w A 7]

called the cup product. By Lemma 7.14 (iv) the pullback by a smooth
map ¢ : M — N induces a homomorphism

¢* - H¥(N) — H*(M).
By Lemma 7.14 this map is linear and preserves the cup product.

Example 7.22. The deRham cohomology group HY(M) is the space of
smooth functions f : M — R whose differential vanishes everywhere. Thus
HY(M) is the space of locally constant real valued functions on M. If M is
connected the evaluation map at any point defines an isomorphism

HY(M) =R.

To gain a better understanding of the deRham cohomology groups we
introduce the integral of a differential form of maximal degree over a compact
oriented manifold, prove the theorem of Stokes, and examine the formula
of Cartan for the Lie derivative of a differential form in the direction of a
vector field. These topics will be discussed in the next two sections.
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7.3 Integration

7.3.1 Definition of the Integral

Let M be an oriented m-manifold, with or without boundary and not nec-
essarily compact. Let {U,, ¢o)}aca be an oriented atlas on M. Thus the
U, form an open cover of M and the

Qba Uy — QSCM(UCM)

are homeomorphisms onto open subsets ¢,(U,) C H™ of the upper half
space
H™ := {x e R"|2™ > 0}

such that the transition maps
$pa =050 65" $a(Ua NUs) = ¢5(Ua NUp)

are smooth and
det (dd ga (x)) > 0

for all o, 8 € A and all z € ¢o(Uy NUg). Choose a partition of unity
Po : M — [0,1], o € A,

subordinate to the open cover {U,}qca. Thus each point p € M has a
neighborhood on which only finitely many of the p, do not vanish and

supp(pa) C Uy, Zpa =1.
(0%

Definition 7.23. Let w € Q' (M) be a differential form with compact sup-
port and, for a € A, let

wa € V"(0a(Ua)), 9o : ¢a(Ua) = R
be given by
wlu, = Paa, Wa =: ga()dzt A - A dz™.
The integral of w over M is the real number
[e=3[ @it (10
M acA  ba(Ua)

The sum on the right is finite because only finitely many of the products pow
are nonzero. (Prove this!)
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Lemma 7.24. The integral of w over M is independent of the oriented atlas
and the partition of unity used to define it.

Proof. Choose another atlas {Vg,¢3}gcp on M and a partition of unity
0 : M — [0,1] subordinate to the cover {V3}gep. For B € B define

wg € Q" (Wp(Vs)),  hs:vp(Vg) =R
by
wly, =: Q,Z)Ewg, wg =: hﬁ(y)dy1 A ANdy™.
Then it follows from Lemma 7.12 (iv) that
9o (@) = hg (Vg 0 ¢ ' (x)) det (d(vp 0 6,1) (@) (7.17)

>0

for every « € ¢ (Uy N Vp). Hence

w = pao(b(;l gozdxl e da™
foe = 2 >

acA a(Ua
= ZZ/ (Pa © 05" ) (050 &' )gada’ - - dz™
o UaﬂVB
= ZZ/ (Pa 0 5 )05 0 5 )hpdy' - - - dy™
(UaﬂVB

= Z/ (0 0 5 )hpdy" - - dy™
5 J¥s(Vs)

Here the first equation is the definition of the integral, the second equation
follows from the fact that the 65 form a partition of unity, the third equation
follows from (7.17) and the change of variables formula, and the last equation
follows from the fact that the p, form a partition of unity. This proves the
lemma. O

We can think of the integral is a functional
QT(M)—HR:QJH/ w
M

It follows directly from the definition that this functional is linear.

Exercise 7.25. If f : M — N is an orientation preserving diffeomorphism
between oriented m-manifolds then [,, f*w = [y w for every w € Q7*(N).
If f: M — N is an orientation reversing diffeomorphism between oriented
m-manifolds then [, f*w = — [ w for every w € Q7*(N).
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7.3.2 The Theorem of Stokes
Theorem 7.26. Let M be an oriented m-manifold with boundary and let

w € QMY (M). Then
/dw:/ w
M oM

Proof. The proof has three steps.

Step 1. The theorem holds for M = H™.

The boundary of H™ = {z = (z',...,2™) € R™|2™ >0} is the subset
= {z=(a',...,2™) e R™|2™ =0}, diffeomorphic to R™"!. Con-

sider the differential (m — 1)-form

w—Zgl Yzt A Adai A A da™
where the g; : H™ — R are smooth functions with compact support (in the

closed upper half space) and the hat indicates that the ith term is deleted
in the th summand. Then

dw = ggZd Adzt Ao Adzi A - A daz™
=1
[
—1 1 m
E (%ﬂ /\ A\ azx

Choose R > 0 so large that the support of each g; is contained in the set
[-R, R™! x [0 R]. Then

/ dw = ) 1/ / / ggz ot a™)dat - da™
m X
= )" 1/ / ggz ot 2™ dz™dat - de™
0 xXr

= (—1)m/ / gm (.. 2™ 0)dat - da™
-R —R
= / w
OH™

Here the second equation follows from Fubini’s theorem, the third equation
follows again from the fundamental theorem of calculus. To understand the
last equation we observe that the restriction of w to the boundary is

wlorm = gm(zt, ..., 2™ 0)det Ao Ada™
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Moreover, the orientation of R™~! as the boundary of H™ is (—1)™ times
the standard orientation of R™~! because the outward pointing unit normal
vector at any boundary point is v = (0,...,0,—1). This proves the last
equation above and completes the proof of Step 1.

Step 2. We prove the theorem for every differential (m — 1)-form whose
support is compact and contained in a coordinate chart.

Let ¢g : Uy — ¢a(Us) C H™ be a coordinate chart and w € Q™= 1(M) be a
compactly supported differential form with

supp(w) C U,.
Define w, € Q™ (¢4 (Uy,)) by
wlu, =: Prwa

and extend w, to all of H™ by setting w, equal to zero on H™ \ ¢4 (Uy).
Since ¢ (Uy NOM) = ¢o(Uy) N OH™ we obtain, using Step 1, that

/dw = / dorwa
M o

= / wa
¢a(Ua)NOH™

= / ¢Z¢Wa
UaNOM

- [ w
oM

This proves Step 2.
Step 3. We prove the theorem.

Choose an atlas {Uy, ¢ }o and a partition of unity p, : M — [0, 1] subordi-
nate to the cover {U,}q. Then, by Step 2, we have

This proves Step 3 and the theorem. O
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7.3.3 Examples

Example 7.27. Let U C R? be a bounded open set with connected smooth
boundary I' := QU and choose an embedded loop R/Z — T": t — (x(t),y(t))
parametrizing I'. Let f,g : R> — R be smooth functions and consider the
1-form

w = fdx + gdy € Q*(R?).

_ (99 _0f
dw = (63: ay)dw/\dy

and hence, by Stokes’ theorem, we have

0 0
/(J(a—z—a—g>dxdy = /F(fdx—i-gdy)

1
_ /0 (F((t), y(£)0) + g (), y(0)i(6)) di.

Then

Example 7.28. Let ¥ C R? be a 2-dimensional embedded surface and
v: ¥ — 82 be a Gauss map. Thus v(z) L T, for every x € . Define the
2-form dvol, € Q%(3) by

dvolg(z; v, w) = det(v(z), v, w)
for x € ¥ and v,w € T, 3. In other words
dvoly, = v'dz? A da® + v2da? A dat + v3dat A da?
and
vidvoly = dz? A dx?’, v2dvoly, = da® A d:l?l, vi3dvoly, = da' A da?.
Let u = (uy,ug,u3) : R®> = R3 be a smooth map and consider the 1-form
w = updzt + ugdz? + uzdz® € QH(X).

Its exterior differential is

82U3 - 83U2
dw = (curl(u), v) dvoly, curl(u) :== | Osu; — Orus |,
81U2 — 82U1

and hence Stokes’ theorem gives the identity

3
curl(u), v)dvoly, = / widz’.
[ teurltw). ) 5>
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Example 7.29. If M is an oriented m-manifold without boundary and
7€ Q™ 1(M) is a compactly supported (m — 1)-form it follows from Stokes’

theorem that
/ dr = 0.
M

We prove in the next section that, when M is connected, the converse holds
as well: if w € Q"(M) is compactly supported m-form such that fM w=20
then there is a 7 € QT 1(M) such that dr = w.
7.4 Cartan’s Formula
Let M and N be smooth manifold, / C R be an interval, and
IxM — N:(t,p) — é(p)
be a smooth map. For ¢ € I define the operator
he s QF(N) — QFL(M)

by

(hew)p(v1, -+ s Vp—1) = We,(p) (O1de(p), dde(p)v1, - - -, df pe(P)vr—1) (7.18)
forpe M and vy,...,v4—1 € T,M.

Theorem 7.30 (Cartan). For every w € QF(N) we have

d
%(b;fw = dhtw + htdw. (719)

Proof. The proof has four steps.
Step 1. Equation (7.19) holds for k = 0.
Let f: N — R be a smooth function. Then

SO ®) = S (610) = A (Dn(p)n(p) = hedf ()

as claimed.
Step 2. Equation (7.19) holds for k = 1.
Assume first that M = R™ and N = R"™. Let

IxR™ 5 R : (t,2) = 64(z) = (6} (@), .., 6} (@)
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be a smooth map and
n
B=>gudy’
v=1

be a smooth 1-form on R", where g, : R® — R is a smooth function for
v=1,...,n. Then

n

A=) gz: y

hif3 = Z(gu © ¢t)8t¢ty7

w,r=1 v=1
" 0gy 0 u i
dhtﬁ Z Z < g ) ¢t 8t¢td +ZZ ata ’l 9
i=1 p,v=1 i=1 v=1
" 0gy 0 0
hdf = ZZ(g ><6¢t ¢§—8¢t ¢t>
i=1 p,v=1
Moreover,
$B=>> (o
i=1v=1
and hence
d . B m n i ¢t
98 = 23 G (ot ) w
B m n agy p ¢t m n .
=) ( qﬁ)@,fqﬁtazdx—l—z 8t8 Zd
i=1 p,r=1 i=1v= 1
= dhf+ hdp

as claimed. This proves Step 2 for M = R™ and N = R". The general case
can be reduced to this by choosing local coordinates.

Step 3. The operator hy : Q*(M) — Q*~Y(M) is linear and satisfies
he(WAT) = hyw A GFT + (=1)38@ g% A hyr

for allw, T € Q*(M).

This follows directly from the definitions.

Step 4. Equation (7.19) holds for every w € QF(M) and every k > 0.

We prove this by induction on k. For k£ = 0,1 the assertion was proved
in Steps 1 and 2. Thus assume k > 2 and suppose the assertion has been
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established for k& — 1. Since every k-form w € QF(N) can be written as a
finite sum of exterior products of a 1-form and a (k — 1)-form it suffices to
assume that

w=pFAT, B e QY (N), e QFL(N).

In this case we have

d * d * *
E@W = (pra A dyT)
= (hdB + dhB) N\ ¢i1 + ¢; B A (dhyT + hedr)
= h(dBAT) = ¢prdB NIt + d(heB A ¢fT) — B A dy T
—he(BNAAT) + heB A ¢pdT — d(P; BN het) + dpy B A hyT
= d(mBNiT — ;BN IT) + hi(dB AT — B AdT)
= dhtw — htdw
Here the second equation follows from Step 2 and the induction hypothesis,
the third equation follows from Step 3, the fourth equation follows from
the fact that the exterior derivative commutes with pullback, and the last

equation follows from Step 3 and the Leibniz rule for the exterior derivative.
This proves Step 4 and the theorem. O

Corollary 7.31. Let M™ and N™ be oriented manifolds without boundary
and ¢ : M — M, 0 <t <1, be a proper smooth homotopy, so that

K C N is compact — U (ﬁt_l(K) C M is compact.
t
Let w € QF(N) be closed k-form with compact support. The there is a
(k —1)-form 1 € QF=1(M) with compact support such that
dr = pjw — Pyw.

Proof. By Theorem 7.30, we have
1y 1 1
Plw — Ppw = / —pjwdt = / dhyw dt = dr, T = / hew dt,
o dt 0 0
where hy : QF(M) — QF~1(M) is given by (7.18). We have

supp(T) C U ¢; ' (supp(w)).

0<t<1

The set on the right is compact because the homotopy is proper. This proves
the corollary. O
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Let X € Vect(M). The interior product of X with a differential form
w € QF(M) is the (k — 1)-form t(X)w € Q¥~1(M) defined by

(L X)w)p(v1, ..., vp—1) = wp(X(p),v1,...,Vk—1)

for p € M and vy,...,v5-1 € T,M. If X is complete and ¢; € Diff (M)
denotes the flow of X the Lie derivative of w in the direction of X is

defined by

d
Lxw:= — ¥
xXw dt|,_, Pjw

This formula continues to be meaningful pointwise even if X is not complete.

Corollary 7.32 (Cartan). The Lie derivative of w € QF(M) in the direc-
tion X € Vect(M) is given by

Lxw=du(X)w~+ ¢(X)dw. (7.20)
Proof. Assume for simplicity that X is complete and let
R x M — M : (t,p) — ¢u(p)

denote the flow of X. Then the operator h; : Q¥(M) — QF=1(M) in (7.18)
is given by

hiw = ¢5u(X)w.

In particular hgw = ¢(X)w and hence (7.20) follows from (7.19) with ¢ = 0.
This proves the corollary. O

Corollary 7.33. Let w € QF¥(M) and X1,..., X1 € Vect(M). Then

dw(Xl, PN ach—l—l)

k+1
_Z )i 1£X.( (X1,..., %, Xk+1)> (721)
+Z 1)i+i-1 (XZ,X]Xl,...,)?i,...,)?j,...,xkﬂ)
1<J

Proof. The proof is by induction on k. For k& = 0 the equation is obvious.
For k = 1 we use functoriality of the Lie derivative. Thus, if if ¢; is the flow
of X, we have

d

LyY = &
X dt

t=0
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and

d
dt
d * *

at o (prw) (67Y)

= (Lxw)(Y) —w([X,Y])

— (XY - Ly(@(X)) —w([X,Y]).

Lx w(Y)) = ¢r (w(Y))

t=0

Here the last equality follows from Corollary 7.32. This gives
dw(X,Y) = Lx(w(Y)) — Ly (w(X)) + w([X,Y]) (7.22)

as claimed. For w = a A 7 with a € QY(M) and 7 € Q*~1(M) the assertion
follows by induction. The induction step uses the Leibniz rule for the exterior
derivative and is left to the reader. O

Example 7.34. If w € Q*(M) and X, Y, Z € Vect(M) then

dw(X, Y, Z) = ﬁx(w(Y, Z)) + ﬁy(w(Z,X)) —i—ﬁz(u}(X,Y)) (7 23)
—w(X,[Y,Z]) —w(Y,[Z,X]) —w(Z,[X,Y]). .

Exercise 7.35. Prove the formula (7.21) directly in local coordinates using
Definition 7.16.

Exercise 7.36. Deduce the formula (7.20) in Corollary 7.32 from (7.21) by
an induction argument, starting with k& = 1.

Exercise 7.37. Deduce the formula (7.19) in Theorem 7.30 from (7.20).
Hint: Assume first that ¢; : M — N is an embedding. Then there is a
smooth family of vector field Y; € Vect(N) such that

Yi o ¢ = Orpr.
For example, choose a Riemannian metric on N and define
Yi(expg, () (v)) == p([v])d expgy, ) (v)Or bt (v)

for a suitable cutoff function p. Let ; be isotopy of N generated by Y; via
Opthy = Yy 04)y and 9y = id. Then

¢t = Yy o @o.

Now deduce (7.19) from (7.20) for Ly,w. To prove (7.19) in general replace
¢r : M — N by the embedding

G M = N:=MxN,  ¢(p):=(p,d(p)).
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7.5 The Degree Theorem

7.5.1 Integration and Exactness

Theorem 7.38. Let M be a connected oriented m-dimensional manifold
without boundary and w € QU'(M) be an m-form with compact support.
Then the the following are equivalent.
(1) The integral of w over M wvanishes.

(ii) There is an (m—1)-form T on M with compact support such that dr = w.
Proof. That (ii) implies (i) follows from Stokes’ Theorem 7.26. We prove in
two steps that (i) implies (ii).

Step 1. Let f : R™ — R be a smooth function whose support is contained in
the set (a,b)™ where a < b. Then there are smooth functions u; : R™ — R,
i=1,...,m, supported in (a,b)™, such that

Thus

fdxl/\---/\dxm:d<Z(—1)i_1u,~dx1/\---/\d/m\i/\---/\dxm> .
i=1

To see this, choose a smooth function p : R — [0, 1] such that

() = 0, fort<a+e,
L) = 1, fort>b—-e,

for some € > 0 and define f; : R™ — R by fo:=0, f, :== f, and
fz(x) ::/ / f(.%'l,... ’xz7é~l+17”. ,gm)[.)(.%'l—i_l) ---p'(xm)d{’“ dgm

fori=1,...,m — 1. Then each f; is supported in (a,b)™. Fori=1,...,m
define u; : R™ — R by

ul(m) ::/ i(fi—fi_l)(.%'l,...,xiil,f,xi,...,xm)df.

Then wu; is supported in (a,b)™ and

({911,2‘
ozt

= fi— fi-1-

This proves Step 1.
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Step 2. We prove that (i) implies ().

Choose a point pyg € M, an open neighborhood Uy C M of pg, and an
orientation preserving coordinate chart ¢g : Uy — R such that the image
of ¢ is the open unit cube (0,1)™ C R™. Since M is connected and has no
boundary there is, for every p € M, a diffeomorphism ), : M — M, isotopic
to the identity, such that

¥p(po) = p-
Thus the open sets

Up == p(Uo)
cover M. Choose a partition of unity p, : M — [0, 1] subordinate to this
cover. Since the set K := supp(w) is compact there are only finitely many
points p € M such that the function p, does not vanish on K. Number
these points as p1,...,p, and abbreviate

U’i = Upia pi = ppi’ wl = wpi

fori=1,...,n. Then
n
supp(pi) C Ui = i(Uo), D pilx =1.
i=1

Hence supp(p;w) C U; and

supp(¢; (piw)) C Up.
Since ; is smoothly isotopic to the identity and ¢;w has compact support, it
follows from Corollary 7.31 that there is a compactly supported (m—1)-form
7 € Qm~1(M) such that

dri = ¥; (piw) — piw.
Hence it follows from Stokes’ theorem 7.26 that

[BTUEEY S Ry PR

Now 9} (pw) is supported in ;1 (U;) = Uy and so is 3.1, ¥ (piw). Thus
the pushforward of this sum under the chart ¢g : Uy — R™ has support in
(0,1)™ = ¢(Up) and can be smoothly extended to all of R™ by setting it
equal to zero on R™ \ (0,1)™. Moreover,

L o0 vit = [ S2uitow) =0
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Hence it follows from Step 1 that there is an (m — 1)-form 79 € Q7 1(R™)
with support in (0,1)™ such that

dro = (o)« Y F (piw).
=1

Thus ¢im0 € Qm=1(Up) has compact support in Uy and therefore extends to
all of M by setting it equal to zero on M \ Up. This extension satisfies

dppmo =Y _ v} (piw)
=1

and hence

n

w=Y Vi(piw) = > (%] (piw) — piw) = dogro — Y _ dri = dr
i=1 i

= i=1 i=1
with
n
T = ¢pTo — Zn e Q™Y (M).
i=1
This proves Step 2 and the theorem. O
Exercise 7.39. Let M be a compact connected oriented smooth m-manifold

without boundary and let A be a manifold. Let A — Q™ (M) : A — w)y be a
smooth family of m-forms on M such that

/W)\ZO
M

for every A € A. Prove that there is a smooth family of (m — 1)-forms
A — QM Y(M) : X+ 7, such that

drmy, = wy

for every A € A. Hint: Use the argument in the proof of Theorem 7.38 to
construct a linear operator

b {w e ()| /Mw _ 0} s Qm ()

such that
/ w=~0 — dhw =w
M

for every w € Q™(M). Find an explicit formula for the operator h. Note
that U;, p;, 1¥; can be chosen once and for all, independent of w.
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Corollary 7.40. Let M be a compact connected oriented m-manifold with-
out boundary. Then the map

Qm(M)—>R:wr—>/ w
M

induces an ismorphism
H™(M)=R.

Proof. The kernel of this map is the space of exact forms, by Theorem 7.38.
Hence the induced homomorphism on deRham cohomology is bijective. [J

Exercise 7.41. Let M be a compact connected nonorientable m-manifold
without boundary. Prove that every m-form on M is exact and hence

H™(M) = 0.

Hint: Let 7 : M — M be the oriented double cover of M. More precisely,
a point in Mis a pair (p,0) consisting of a point p € M and an orientation
o of T,M. Prove that M is a compact connected oriented m-dimensional
manifold without boundary and that  : M — M is a local diffeomorphism.
Prove that the integral of 7*w vanishes over M for every w € Qm™(M).

7.5.2 The Degree Theorem

The next theorem relates the integral of a differential form to the integral of
its pullback under an arbitrary smooth map between manifolds of the same
dimension.

Theorem 7.42 (Degree Theorem). Let M and N be compact oriented
smooth m-manifolds without boundary and suppose that N is connected.
Then, for every smooth map f: M — N and every w € Q™(N), we have

/M f*w:deg(f)/Nw

Proof. Let ¢ € N be aregular value of f. Then f~!(q) is a finite subset of M.
Denote the elements of this set by p1,...,p, and let &; = £1 according to
whether or not df (p;) : T, M — TN is orientation preserving or orientation
reversing. Thus

fYq) ={p1,...,pn}, & =signdet(df(p;)), deg(f)= Z&i. (7.24)
i=1
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Next we observe that there are open neighborhoods V- C N of g and U; C M
of p; for i = 1,...,n satisfying the following conditions.

(a) f restricts to a diffeomorphism from U; to V for every i; it is orientation
preserving when £; = 1 and orientation reversing when ¢; = —1.
(b) The sets U; are pairwise disjoint.
(c) fFAV)=ULU---UU,.
In fact, since df (p;) : Tp, M — TN is a vector space isomorphism, it follows
from the implicit function theorem that there are connected open neighbor-
hoods U; of p; and V; of ¢ such that f|y, : Uy — V; is a diffeomorphism.
Shrinking the sets Uj, if necessary, we may assume U; N U; = ) for ¢ # j.
Now take

Vi=VinnVp\ f(M\ (U1 U---UUy,))

and replace U; by the set U; N f~1(V). These sets satisfy (a), (b), and (c).
If w e Q™(N) is supported in V' then

/Mf*w:g/ljif*wzgsi/vw:deg(f)/]vw.

Here the first equation follows from (b) and (c), the second equation follows
from (a) and Exercise 7.25, and the last equation follows from (7.24). Now
let w € Q™(N) is any m-form and choose w’ € Q™(N) such that

supp(w') C 'V, / W' :/ w.
N N

Then, by Theorem 7.38, there is a 7 € Q™1 (N) such that
dr = w —uw'.

Hence
= deg(f) /N w'
= deg(f) /N w.

Here the last but one equality follows from the fact that w’ is supported
in V. This proves the theorem. O
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7.5.3 The Gauss—Bonnet Formula

Let M be an oriented Riemannian m-manifold. Then there is a unique
m-form

dvolyr € Q"(M)

called the volume form of M, such that (dvola),(e1,. .., en) = 1 for every
p € M and every positively oriented orthonormal basis e1,. .., ey of T,M.

Exercise 7.43. Let M be an oriented Riemannian m-manifold equipped
with an oriented atlas ¢ : Uy — ¢a(U,) C R™ and a metric tensor
9o : Pa(Uy) — R™ ™ Prove that the volume form dvoly; is in local co-
ordinates given by

(dvolpr)a = /det(go(x))dz! A - - dz™.

Let M c R™*! be a compact m-dimensional manifold without boundary.
Then M inherits a Riemannian metric from the standard Euclidean inner
product on R™*! and it carries a Gauss map

v:M—S™

defined as follows. The complement of M in R™*! has two components,
one bounded and one unbounded. These components are distinguished by
the mod-2 degree of the map f, : M — S™ defined by f.(p) := ‘Z:; for
p € M. The bounded component is the set of all x € R™*+1\ M that satisfy
degy(fz) = 1 and its closure will be denoted by W. Thus W c R™*! is a
compact connected oriented manifold with boundary OW = M and we orient
M as the boundary of W. The Gauss map v : M — S™ is characterized by
the condition that v(p) € S™ is the unique unit vector that is orthogonal to
T, M and points out of W. The volume form dvoly; € Q™ (M) associated to
the metric and orientation of M is then given by the explicit formula

(dvolpr)p(vi, ..., vm) = det(v(p),v1,...,0m).

Moreover, the derivative of the Gauss map at p € M is a linear map from
T, M to itself because T,,,)S™ = v(p)t = T,M. The Gaussian curvature
of M is the function K : M — R defined by

K(p) := det(dv(p) : TyM — T,M).

When M is even dimensional, this function is independent of the choice of
the Gauss map. In m is odd then replacing v by —v changes the sign of K.
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Theorem 7.44 (Gauss—Bonnet). Let M C R™"! be a compact m-dimen-
sional submanifold without boundary. Then

/ Kdvoly = %X(M)’ (7.25)
M

where x(M) denotes the Euler characteristic of M.

Remark 7.45. When m = 2n we have
Vol(SQ") B 22np| n

2 @) "

When m is odd the Fuler characteristic of M is zero.

Proof of Theorem 7.44. The Gauss map of S™ is the identity. Hence the
volume form on S™ is given by

m+1
dvolgm = Z (=) atda A Adzt A A da™ T
i=1

or, equivalently,
(dvolgm )z (&1 .-y &m) = det(x, &1, ... &m)

for x € S™ and &,...,&, € T,8™ = x*. Hence the pullback of dvolge
under the Gauss map is given by

(v*dvolgm)p(vi, ..., Um) = (dVOlSm)V(p)(dV(p)’Ul, e dv(D)Um)
= det(v(p),dv(p)vy,...,dv(p)vm)
= K(p) det(l/(p),vl,...,vm)
= K(p)(dvoly)p(vi,...,vm)
for p € M and vy,..., v, € T,M = v(p)*+. Thus

Kdvoly; = v*dvolgm.

Since the degree of the Gauss map is half the Euler characteristic of M, by
the Poincaré—Hopf Theorem, it follows from the Degree Theorem 7.42 that

M
/ Kdvoly, = / v*dvolgm = deg(l/)/ dvolgm = MVol(Sm).

This proves the theorem. O
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Remark 7.46. We shall prove in Section 8.2 that the deRham cohomology
of a compact manifold M (with or without boundary) is finite dimensional
and in Section 8.4 that the Euler characteristic of a compact oriented m-

manifold without boundary is the alternating sum of the Betti numbers
b; := dim H'(M):

X(M) = " (—1)" dim H(M).
=0
This formula continues to hold for nonorientable manifolds.

7.5.4 Moser Isotopy

Definition 7.47. Let M be a smooth m-manifold. A volume form on
M is a nowhere vanishing differential m-form on M. If M is oriented, a
volume form w € Q™(M) is called compatible with the orientation if

wp(V1, ..., 0m) >0 (7.26)

for every p € M and every positively oriented basis vi,...,vy, of T,M.
If a volume form w on an oriented m-manifold M is compatible with the
orientation we write w > 0.

Lemma 7.48. A manifold M admits a volume form if and only if it is
orientable.

Proof. If w € Q™(M) is a volume form then wy(vi,...,vy) # 0 for every
p € M and every basis vi,...,vy, of T,M. Hence a volume form on M
determines an orientation of each tangent space T,M: a basis vi,..., vy,
is called positively oriented if (7.26) holds. These orientation fit together
smoothly. Namely, fix a point pg € M and a positive basis vy,..., vy of
Tp, M and choose vector fields X1, ..., X,, € Vect(M) such that X;(po) = v;
fori =1,...,m. Then there is a connected open neighborhood U C M of pg
such that the vectors Xi(p),... X (p) form a basis of T,M for every p € U.
Hence the function

U—-R:p— Wp(Xl(p)?"'?Xm(p))

is everywhere nonzero and hence is everywhere positive, because it is positive
at p = po. Thus the vectors Xi(p),..., X, (p) form a positive basis of T),M
for every p € U.

Here is a different argument. Given a volume form w € Q™ (M) we can
choose an atlas ¢, : U, — R™ such that the forms

Wa = (¢a)sw € Q" (00 (Uy))



46 CHAPTER 7. DIFFERENTIAL FORMS

in local coordinates have the form

Wa = fadz' A - Adz™, fa>0.
It follows that
_ Ja()
d o al = 0
o000 )W) = oD@

for all o, f and all € ¢ (U, N Up). Hence the atlas {Uy, ¢pq }o is oriented.

Conversely, suppose M is oriented. Then one can choose a Riemannian
metric and take w = dvols to be the volume form associated to the metric
and orientation. Alternatively, choose an atlas ¢n : Uy — ¢o(U,) C R™
on M such that the transition maps ¢gog, ! : ¢a(UaNUg) — ¢5(UsNUg) are
orientation preserving diffeomorphisms for all o and 5. Let po : M — [0, 1]
be a partition of unity subordinate to the cover {U,}q so that

supppa C Uyq, Z'Oa =1.

«

Define w € Q™ (M) by

W= Zpa@;dxl A ANdz™,
(07

where po¢idrl A--- Ada™ € Q(U,) is extended to all of M by setting it
equal to zero on M \ U,. Then we have

Wp(V1, ...y V) 1= Z Pa(p) det(dda (p)v1, . .., dpo(p)vm)

peU

for p € M and vy,...,v, € T,M. Here the sum is understood over all «
such that p € U,. For each p € M and each basis v1,...,v, of T,M all
the summands have the same sign and at least one summand is nonzero.
Hence w is a volume form on M and is compatible with the orientation
determined by the atlas. U

Theorem 7.49 (Moser Isotopy). Let M be a compact connected oriented
m-manifold without boundary and wg,wy € Q™ (M) be volume forms such

that
/ WQZ/ w1.
M M

Then there is a diffeomorphism 1 : M — M, isotopic to the identity, such
that {*wi1 = wy.
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Proof. We prove that wy and w; have the same sign on each basis of each
tangent space. Let U C M be the set of all p € M such that the real numbers
(wo)p(v1,...,0m) and (w1)p(vi,...,vm) have the same sign for some (and
hence every) basis vy,...,vp, of T,M. Then U and M \ U are open sets
because wy and wy are volume forms, U # () because the integral of wy and
wy agree, and hence U = M because M is connected. Thus wg and w;
determine the same orientation of M. Hence the convex combinations

wi = (1 — t)wo + twi, 0<t<1,

are all volume forms on M. The idea of the proof is to find a smooth isotopy
Yy € Diff (M), 0 < t < 1, starting at the identity, such that

Yiwe = wo (7.27)

for every t. Now every isotopy starting at the identity determines, and is
determined by, a smooth family of vector fields X; € Vect(M), 0 <t < 1,
via

d .
%% = Xy oy, o = id. (7-28)

By assumption the integral of w; — wy vanishes over M. Hence, by Theo-
rem 7.38, there is an (m — 1)-form 7 € Q™~!(M) such that

dT = w1 — wg = Opwy.

If ¢y and X; are related by (7.28) it follows from Cartan’s formula in Corol-
lary 7.32 that

d * * *

a% wr = Y; (Lx,wi + Owwr) = Yid(e(Xe)wr + 7). (7.29)
By Exercise 7.50 below there is a smooth family of vector fields

X; = —I,}(7) € Vect(M), U Xp)we +71=0.

Let ¢y € Diff(M), 0 < ¢t < 1, be the isotopy of M determined by the
vector fields X; via equation (7.28). Then it follows from (7.29) that the
volume form 1;w; is independent of ¢ and therefore satisfies (7.27). Hence
the diffeomorphism v := 1, satisfies the requirements of the theorem. [J

Exercise 7.50. Let M be a smooth m-manifold and w € Q™ (M) be a
volume form. Prove that the linear map

I, : Vect(M) — Q™ Y (M),  I,(X):=1(X)w,

is a vector space isomorphism.
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Remark 7.51. Let M be a compact connected oriented smooth m-manifold
without boundary. Fix a volume form wy and denote the group of volume
preserving diffeomorphisms by

Diff (M, wp) := {¢ € Diff (M) | ¢p*wo = wo } -

One can use Moser isotopy to prove that the inclusion of the group of vol-
ume preserving diffeomorphisms into the group of all diffeomorphisms is a
homotopy equivalence. This is understood with respect to the C'"*°-topology
on the group of diffeomorphisms. A sequence 1, converges in this topology,
by definition, if it converges uniformly with all derivatives.

To prove the assertion consider the set

V(M) := {w € Q"™(M) |w is a volume form and / w= 1}
M

of all volume forms on M with volume one and assume wy € ¥ (M). The
group Diff (M) acts on ¥/ (M) and the isotropy subgroup of wy is Diff (M, wy).
Theorem 7.49 asserts that the map

Diff (M) — ¥ (M) : ¢ — Y*wy
is surjective. Moreover, there is a continuous map
V(M) — Diff (M) : w — 1,

such that ¢} w = wy for every w € ¥ (M) and 1, = id. To see this construct
an affine map ¥ (M) — Qm~Y(M) : w ~ 7, such that dr,, = w—wy for every
w e ¥V (M), following Exercise 7.39, and then use the argument in the proof
of Theorem 7.49 to find ,,. It follows that the map

Diff (M) — % (M) x Diff (M, wo) : 1 — (¥*wo, ¥ 0 Pyeuy) (7.30)

is a homeomophism with inverse (w, @) — ¢ o 1. Since V(M) is a convex
subset of Q™ (M) it is contractible and hence the inclusion of Diff (M, wy)
into Diff (M) is a homotopy equivalence. (See Definitions 8.3 and 8.7 below.)

Exercise 7.52. Prove that there are metrics on Diff (M) and Q™ (M) that
induce the C'*°-topology on these spaces. Prove that the map (7.30) is a
homeomorphism. Hint: If d : X x X — R is a metric so is d/(1 + d).



Chapter 8

De Rham Cohomology

In this chapter we take a closer look at the deRham cohomology groups of
a smooth manifold that were introduced at the end of Section 7.2. Here we
follow closely the classical textbook of Bott and Tu [2]. An immediate conse-
quence of Cartan’s formula in Theorem 7.30 is the observation that smoothly
homotopic maps induce the same homomorphism on deRham cohomology,
that homotopy equivalent manifolds have the same deRham cohomology,
and that the deRham cohomology of a contractible space vanishes in posi-
tive degrees. In the case of Euclidean space this is a consequence of the
Poincaré Lemma which follows directly from Cartan’s formula. These ob-
servations are discussed in Section 8.1, which closes with the computation
of the deRham cohomology of a sphere. This computation is a special case
of the Mayer—Vietoris argument, the subject of Section 8.2. It is a powerful
tool in differential and algebraic topology and can be used, for example,
to prove that the deRham cohomology groups are finite dimensional and
to establish the Kiinneth formula for the deRham cohomology of a pro-
duct manifold. Section 8.3 extends the previous discussion to compactly
supported deRham cohomology and Section 8.4 is devoted to Poincaré dua-
lity, which again can be proved with the Mayer—Vietoris argument. Using
Poincaré duality and the Kiinneth formula one can then show that the Euler
characteristic of a compact oriented manifold without boundary, originally
defined as the algebraic number of zeroes of a generic vector field, is indeed
equal to the alternating sum of the Betti-numbers. A natural generalization
of the Mayer—Vietoris sequence is the Cech-deRham complex which will be
discussed in Section 8.5. In particular, we show that the deRham coho-
mology of a manifold is, under suitable hypotheses, isomorphic to the Cech
cohomology.

49
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8.1 The Poincaré Lemma

Let M be a smooth m-manifold, N be a smooth n-manifold, and f : M — N
be a smooth map. By Lemma 7.21 the pullback of differential forms under
f commutes with the exterior differential:

ffod=do f*. (8.1)
In other words, the following diagram commutes:

QM) —> (M) - 2 (M) L - -

I Tf* Tf*

QO(N) —4> QY(N) —4= 02(N) L— ...

Thus f* : Q¥(N) — QF(M) is a linear map which assigns closed forms
to closed forms and exact forms to exact forms. Hence it descends to a
homomorphism on cohomology, still denoted by f*:

HY(N) = HY(M) : [w] — f*w] == [f*w].

If g: N — @ is another smooth map between smooth manifolds then, by
Lemma 7.14, we have

(go f)* = f*og"+ HMQ) — H"(M).

Moreover, it follows from Lemmas 7.14 and 7.21 that deRham cohomology
is equipped with a cup product structure

H*(M) x HY (M) — H(M) : (Jw], [7]) — [w] U [1] == [w A 7]
and that the cup product is preserved by pullback.

Theorem 8.1. If fy, f1 : M — N are smoothly homotopic then there is a
collection of linear maps h : Q¥(N) — QF¥=1(M), one for every nonnegative
integer k, such that

fi—fi=doh+hod: QFN)—= QM) (8.2)

for every nonnegative integer k. In particular, the homomorphisms induced
by fo and f1 on deRham cohomology agree:

fo = fi: H'(N) = H"(M).
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Proof. Choose a smooth homotopy F': [0,1] x M — N satisfying
FO,p) = folp),  F(,p) = f1(p)
for every p € M, and for 0 <t <1, define f; : M — N by
fi(p) = F(t,p)-

By Theorem 7.30, we have
if* = dhyw + hd
dt W= +W +aW
for w € QF(N), where hy : QF(N) — QF~1(M) is defined by
(hw)p(v1, .oy V—1) = Wy, ) (Oe fe(p), dfe(p)v1, - - - dfe(p)vk—1)

for p € M and v; € T, M. Integrating over ¢ we find

1
d
fiw— fow :/0 Eft*Wdt = dhw + hdw

where h : QF(N) — QF=1(M) is defined by

1
(hw)p(v1, ..., v5—1) ::/O wft(p)(atft(p),dft(p)vl,...,dft(p)vk,l)dt (8.3)

for p € M and v; € T, M. This proves the theorem. O
Remark 8.2. In homological algebra equation (8.1) says that
fF QY (N) = Q" (M)

is a chain map. Equation (8.2) says that the chain maps f; and f; are
chain homotopy equivalent and the map

h:Q*(N) — QM)

is called a chain homotopy equivalence from fJ to f{. In other words,
smoothly homotopic maps between manifold induce chain homotopy equiv-
alent chain maps between the associated deRham cochain complexes. Chain
homotopy equivalent chain maps always descend to the same homorphism
on (co)homology.
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Definition 8.3. Two manifolds M and N are called homotopy equiva-
lent if there exist smooth maps f: M — N and g : N — M such that the
compositions

gof:M— M, fog: N— N

are both homotopic to the respective identity maps. If this holds the maps
f and g are called homotopy equivalences and g is called a homotopy
inverse of f.

Exercise 8.4. The closed unit disc in R™ (an m-manifold with boundary)
is homotopy equivalent to a point (a O-manifold without boundary).

Corollary 8.5. Homotopy equivalent manifolds have isomorphic deRham
cohomology (including the product structures).

Proof. Let f : M — N be a homotopy equivalence and g : N — M be a
homotopy inverse of f. Then it follows from Theorem 8.1 that

[fogt=(gof) =id: H'(M) — H*(M)

and
g off=(fog)*=id: H*(N) - H*(N).

Hence f*: H*(N) — H*(M) is a vector space isomorphism and
(f)"t=g": H*(M) = H*(N).
This proves the corollary. O
Example 8.6. For every smooth manifold M we have
H*(M) = H*(R x M).
To see this, define 7 : R x M — M and ¢ : M — R x M by
m(s,p):=p,  up):=(0,p)
forse Randpe M. Thenmor=id: M — M and tom : Rx M - Rx M
is homotopic to the identity. An explicit homotopy is given by
fi i RxM—Rx M, fi(s,p) :== (st,p), fo=tom, f1 =id.

Hence M and R x M are homotopy equivalent and so the assertion follows
from Corollary 8.5. Explicitly, 7* : H*(M) — H*(R x M) is an isomorphism
with inverse * : H*(R x M) — H*(M).
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Definition 8.7. A smooth manifold M is called contractible if the identity
map on M is homotopic to a constant map.

Exercise 8.8. Every contractible manifold is nonempty and connected.

Exercise 8.9. A manifold is contractible if and only if it is homotopy equiv-
alent to a point.

Exercise 8.10. Every nonempty geodesically convex open subset of a Rie-
mannian m-manifold without boundary is contractible.

Corollary 8.11 (Poincaré Lemma). Let M be a contractible manifold.
Then there is a collection of linear maps h : QF(M) — QF1(M), one for
every nonnegative integer k, such that

doh+hod=id: QF(M) — QF(M), k>1. (8.4)
Hence H'(M) =R and H*(M) =0 for k > 1.

Proof. Let pgp € M and [0,1] x M — M : (t,p) — fi(p) be a smooth
homotopy such that fo(p) = po and fi(p) = p for every p € M. Let
h: QF(M) — QF=1(M) be given by (8.3). Then, for every k-form w € QF(M)
with k > 1, it follows from Theorem 8.1 that

w= fiw— fiw = dhw — hdw.

(The assumption k& > 1 is needed in the first equation.) Hence, for k > 1,
every closed k-form on M is exact and so H¥*(M) = 0. Since M is connected
we have HY(M) = R. This proves the corollary. O

Example 8.12. The Euclidean space R™ is contractible. An explicit ho-
motopy from a constant map to the identity is given by fi(x) := tz for
0<t<1andzeR"™ Hence

Hk(Rm) _ { R, for k=0,

0, fork>1.

The chain homotopy equivalence h : QF(R™) — QF~1(R™) associated to the
above homotopy f; via (8.3) is given by

1
(hw)(x; &1, .. Ep1) = / (s ta, €, .. Epy) dt (8.5)
0
for w € QF(R™) and z,&,...,&_1 € R™. By Corollary 8.5 it satisfies
doh+hod=id: QFR™) = QF(R™)

for k£ > 1. This is the Poincaré Lemma in its original form.
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Example 8.13. For m > 1 the deRham cohomology of the unit sphere
sm c R

is given by
R™ fork=0and k=m
k/raomy _ ) )
H(S)_{O, for 1 <k<m-—1.

That H°(S™) = R follows from Example 7.22 because S™ is connected
(whenever m > 1). That H™(S™) = R follows from Corollary 7.40 because
S™ is a compact connected oriented manifold without boundary.
We prove that
H(8™) =0

for every m > 2. To see this consider the open sets
U*:=5m\{(0,...,0,F1)}.

Their union is S™, each set UT and U~ is diffeomorphic to R™ via stere-
ographic projection, and their intersection U™ N U~ is diffeomorphic to
R™ \ {0} and hence to R x S 1

Ut =y~ =R™, UTNU- 2R x S™ L.

In particular, the intersection UTNU ™ is connected because m > 2. Now let
a € QY(S™) be a closed 1-form. Then it follows from Example 8.12 that the
restrictions of o to U' and U~ are exact. Hence there are smooth functions
f*:U* = R such that

alg+ =df T, aly- =df”.

The differential of the difference f* — f~ : UT N U~ — R vanishes. Since
UT NU~ is connected there is a constant ¢ € R such that

ff@)—f (x)=c VYoxeU NU".
Define f: S™ — R by

o= { 1 n el

This function is well defined and smooth and satisfies df = «. Thus we
have proved that every closed 1-form on S™ is exact, when m > 2, and thus
H(S™) =0, as claimed.
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We prove by induction on m that H*(S™) =0 for 1 <k <m — 1 and
m > 2. We have just seen that this holds for m = 2. Thus let m > 3 and
assume, by induction, that the assertion holds for m — 1. We have already
shown that H'(S™) = 0. Thus we fix an integer

2<k<m-1
and prove that

H*(S™) = 0.
Let w € QF(S™) be a closed k-form. By Example 8.12, the restrictions of
w to UT and U~ are both exact. Hence there are smooth (k — 1)-forms
7+ € QFY(U?) such that

aly+ =drT, alp- =dr.
Hence the (k — 1)-form
Hurw- =7 lurnu- € HUTNUT)
is closed. By Example 8.6 and the induction hypothesis, we have
H"'UTnU) = H" (R x §™ ) = HFH(s™ ) =o0.

Hence there is a (k — 2)-form 8 € QF=2(U+ N U~) such that

dB =¥ y+ru- — 7 lutau--

Now choose a smooth cutoff function p : S™ — [0, 1] such that

(z) = 0, for x near (0,...,0,—1),
P\L) = 1, for z near (0,...,0,1),

and define 7 € QF~1(S™) by

_ { T~ +d(pp) on U™,
7 —d((1—-p)3) onUT.

Then dr = w. Thus we have proved that every closed k-form on S™ is exact
and hence H*(S™) = 0, as claimed.

The computation of the deRham cohomology of S™ in Example 8.13
is an archetypal example of a Mayer—Vietoris argument. More generally,
if we have a cover of a manifold by two well chosen open sets U and V,
the computation of the deRham cohomology of M can be reduced to the
computation of the deRham cohomology of the manifolds U, V, and U NV
by means of the Mayer—Vietoris sequence. We shall see that this exact
sequence is a powerful tool for understanding deRham cohomology.
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8.2 The Mayer—Vietoris Sequence

8.2.1 The Short Exact Sequence

Let M be a smooth m-manifold (not necessarily compact or connected and
with or without boundary). Let U,V C M be open sets such that

M=UUYV.

The Mayer—Vietoris sequence associated to this open cover by two sets
is the sequence of homomorphisms

0 — QF(M) -5 QRO @ (V) L5 QPN V) — 0,  (8.6)

where i* : QF(M) — QF(U) @ QF(V) and j* : QF(U) @ Q¥(V) — QXU N V)
are defined by

i*w = (wlr,wlv), 7 (wy,wy) = wy|uny — wuluny

for w € QF(M) and wy € QF(U), wy € QF(V). Thus * is given by restriction
and j* by restriction followed by subtraction.

Lemma 8.14. The Mayer—Vietoris sequence (8.6) is exact.

Proof. That 4* is injective, is obvious: if w € QF(M) vanishes on U and
on V then it vanishes on all of M. That the image of i* agrees with the
kernel of j* is also obvious: if wy € QF(U) and wy € QF(V) agree on the
intersection U NV, then they determine a unique global k-form w € QF(M)
such that w|y = wy and w|y = wy.

We prove that j* is surjective. Choose a partition of unity subordi-
nate to the open cover M = U U V. It consists of two smooth functions
pu : M —[0,1] and py : M — [0, 1] satisfying

supp(pr) CU,  supp(pv) CV,  pu+py =1
Now let w € QF(UN V) and define wy € QF(U) and wy € QF(V) by

w4 TPvw on unvy, ) pyw onUNYV,
Y0 on U\ 'V, VT on V\ U.

Then
7 (wr,wy) = wyluny —wulvny = pow + prw = w

as claimed. This proves the lemma. O
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8.2.2 The Long Exact Sequence

The Mayer—Vietoris sequence (8.6) is an example of what is called a short
exact sequence in homological algebra in that it is short (five terms start-
ing and ending with zero), it is exact, and it consists of chain homomor-
phisms. Thus the following diagram commutes:

0 —— QFF1(M) —2 QL () @ QL (V) A QLU A V) —=0 .

I

0 —= QF (M) QF(U) @ QF(V) QUNV)——=0

*
<

Any such short exact sequence gives rise to a long exact sequence in
cohomology. The relevant boundary operator will be denoted by

d*: H*(UNV) — HY(M)

and it is defined as follows. Given a closed form w € QF(U N'V) choose
a pair (wy,wy) € QFU) @ QF(V) whose image under j* is w; then the
pair (dwy, dwy) belongs to the kernel of j*, because w is closed, and hence
belongs to the image of i*, by exactness; hence there is a unique (k+1)-form
d*w € QFY(M) whose image under i* is the given pair (dwy,dwy ). Since
i*d(d*w) = di*(d*w) = d(dwy,dwy) = 0 and * is injective it follows that
d*w is closed. Moreover, one can check that the cohomology class of d*w is
independent of the choice of the pair (wy,wy) used in this construction.

In the present setting we have an explicit formula for the operator d*
coming from the proof of Lemma 8.14. Namely, we define an operator

QMU NV) = QM)

by

(8.7)

A — dpoy A\w onUNYV,
10 on M\ (UNV).

This operator is well defined because the 1-form dpy = —dpy is supported
in U NV. Moreover, we have

dod*+d*od=0

and hence d* assigns closed forms to closed forms and exact forms to ex-
act forms. Thus d* descends to a homomorphism on cohomology and the
reader may check that this is precisely the homomorphism defined by dia-
gram chasing as above.
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The homomorphisms on de Rham cohomology induced by i*, j*, d* give
rise to a long exact sequence

L HRM) S BHRUY @ HY (V) S HROU V) S HRY(M) - (8.8)
which is also called the Mayer—Vietoris sequence.

Theorem 8.15. The Mayer—Vietoris sequence (8.8) is exact.

Proof. That the composition of any two successive homomorphisms is zero
follows directly from the definitions.

We prove that kerd* = imj*. Let w € Q¥(U N V) be a closed k-form
such that d*[w] = [d*w] = 0. Then the k-form d*w € QFF1(M) is exact.
Thus there is a k-form 7 € QF(M) such that dr = d*w or, equivalently,

drluay = dpu A w, dr |y = 0.
Define wyy € QF(U) and wy € QF(V) by

wy = —pyw —Tly,  wy = prw — Ty

Here it is understood that the form —pyw on UNV is extended to all of U by
setting it equal to sero on U\ V and the form pyw on UNV is extended to all
of V by setting it equal to zero on V' \ U. The k-forms wy and wy are closed
and hence determine cohomology classes [wy] € H¥(U) and [wy] € H*(V).
Moreover
wyluny —wulvny = prw + prw = w

and hence j*([wy], [wy]) = [w]. Thus we have proved that ker d* = im j*.

We prove that kerj* = imi*. Let wy € QF(U) and wy € QF(V) be
closed k-forms such that j.(jwy]lwy]) = 0. Then there is a (k — 1)-form
7€ QFY(U N V) such that

wy |lunv — wuluny = dr.
By Lemma 8.14 there exist (k — 1)-forms 7y € Q¥1(U) and 7y QF (V)
such that
v|vav — Tuluny =T
Combining the last two equations we find that wy —dry agrees with wy —dry
on U NV. Hence there is a global k-form w € QF(M) such that
w|ly = wy — dry, wly = wy — d1y.

This form is obviously closed, its restriction to U is cohomologous to wy,
and its restriction to V' is cohomologous to wy. Hence i*[w] = ([wu], [wy])-
Thus we have proved that ker j* = im *.
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We prove that keri* = imd*. Let w € Q¥(M) be a closed k-form such
that ¢*[w] = 0. Then w|y and w|y are exact. Thus there are (k — 1)-forms
7y € QFYU) and 7 € QF1(V) such that

dry = w|y, dry = wly.
Hence the (k — 1)-form
7= 1v|vav — Tuluay € AHUNY)
is closed. We prove that d*[r] = [w]. To see this, define o € QF~1(M) by

putu +pyTy onUNYV,

o= puTU on U\'V,
pVTY on V\U.
Then
v =—pyT+olv, TV = puT +olv.

Here the form py7 on U NV is again understood to be extended to all of U
by setting it equal to zero on UNV and the form py7T on UNV is understood
to be extended to all of V' by setting it equal to zero on V' \ U. Since 7 is
closed we obtain

I —d(pyt) onU | _ [ dy—doly onU | _ d
= dljpyt) onV [ | dry —doly onV [ WA

Hence d*[7] = [w] as claimed. Thus we have proved that ker:* = im d* and
this completes the proof of the theorem. O

Corollary 8.16. If M = U UV is the union of two open sets such that the
deRham cohomology of U, V, U NV is finite dimensional, then so is the
deRham cohomology of M.

Proof. By Theorem 8.15 the vector space H¥(M) is isomorphic to the direct
sum of the image of

d: HY(UnV) = HYM)

and the image of

i* . HY(M) — H*(U) @ H*(V).

As both summands are finite dimensional so is H¥(M). This proves the
corollary. O
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8.2.3 Finite Good Covers

The previous result can be used to prove finite dimensionality of the deRham
cohomology for a large class of manifolds. A collection % = {U;}ier of
nonempty open subsets U; C M is called a good cover if M = |J;.; U; and
each intersection U;, N --- N Uj;, is either empty or diffeomorphic to R™. %
is called a finite good cover if it is a good cover and [ is a finite set. Note
that the existence of a good cover implies that M has no boundary.

Exercise 8.17. Prove that every compact m-manifold without boundary
has a finite good cover. Hint: Choose a Riemannian metric and cover M
by finitely many geodesic balls of radius at most half the injectivity radius.
Show that the intersections are all geodesically convex and use Exercise 8.18.

Exercise 8.18. Prove that every nonempty geodesically convex open subset
of a Riemannian m-manifold M without boundary is diffeomorphic to R™.
Hint 1: Prove that it is diffeomorphic to a bounded star shaped open set
U C R™ centered at the origin, so that if x € U then tz € U for 0 <t < 1.
Hint 2: Prove that there is a smooth function g : R™ — R such that
g(x) > 0 for every x € U, g(z) = 1 for |z| sufficiently small, and g(z) =0
for z € R"\ U. Define h : U — [0,00) by

Lodt
h(z) ::/0 o)

Prove that the map ¢ : U — R™, ¢(z) := h(z)z, is a diffeomorphism.
Hint 3: There is a lower semicontinuous function f : S™~1 — (0, 00]
such that U = Uy := {raz|z € ™!, 0<r < f(z)}. (Lower semicontinu-
ity is characterized by the fact that the set Uy is open.) The Moreau
envelopes of f are the functions

(enf)@)i= inf (f)+ 5l —yP).
yesm—1 2

They are continuous and real valued (unless f = co) and they approximate f

pointwise from below. Use this to prove that there is a sequence of smooth

functions f, : S™! — R satisfying 0 < f, < fny1 < f for every n and

lim,, o0 fn(z) = f(z) for every x. Construct a diffeomorphism from R™ to

Uy that maps the open ball of radius n diffeomorphically onto the set Uy, .

Exercise 8.19. Let M be a compact manifold with boundary. Prove that
M \ OM has a good cover. Hint: Choose a Riemannian metric on M that
restricts to a product metric in a tubular neighborhood of the boundary.
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Corollary 8.20. If M admits a finite good cover then its deRham cohomol-
ogy s finite dimensional.

Proof. The proof is by induction on the number of elements in the good
cover. If M has a good cover consisting of precisely one open set then M is
diffeomorphic to R” and hence its deRham cohomology is one-dimensional
by Example 8.12. Now fix an integer n > 2 and suppose, by induction, that
every smooth manifold that admits a good cover by at most n — 1 open sets
has finite dimensional deRham cohomology. Let M = U; UUy U ---U U, be
a good cover and denote

U=UU---UU,_1, V.=U,.

Then U NV has a good cover consisting of the open sets U; N U, for
i1=1,...,n—1. Hence it follows from the induction hypothesis that the
manifolds U, V', U NV have finite dimensional deRham cohomology. Thus,
by Corollary 8.16, the deRham cohomology of M is finite dimensional as
well. This proves the corollary. O

Corollary 8.21. FEvery compact manifold M has finite dimensional deRham
cohomology.

Proof. The manifold M\ OM has a finite good cover and is homotopy equiv-
alent to M. (Prove this!) Hence the assertion follows from Corollary 8.5
and Corollary 8.20. O

8.2.4 The Kiunneth Formula

Let M and N be smooth manifolds and consider the projections

M x NN
lw
M
They induce a linear map
QF (M) @ QYN) = (M x N):w @7 = mhw AThT. (8.9)

If w and 7 are closed then so is 73 ;w A7y T and if, in addition, one of the forms
is exact so is my,w A Ty 7. Hence the map (8.9) induces a homomorphism
on deRham cohomology

k:H* (M) H(N) = H*(M x N), k(w]®|7]) := [myw AmxnT]. (8.10)
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Theorem 8.22 (Kiinneth formula). If M and N have finite good covers
then k is an isomorphism; thus

l
HY(M x N) = @ H* (M) ® H*(N)
k=0

for every integer £ > 0 and dim H*(M x N) = dim H*(M) - dim H*(N).

Proof. The proof is by induction on the number n of elements in a good
cover of M. If n = 1 then M is diffeomorphic to R™. In this case it
follows from Example 8.6 that the projection mny : M X N — N induces an
isomorphism 7} : H*(N) — H*(M xN) on deRham cohomology. Moreover,
by Example 8.12, we have H*(R™) = H°(R™) = R and hence r is an
isomorphism, as claimed.

Now fix an integer n > 2 and assume, by induction, that the Kiienneth
formula holds for M x N whenever M admits a good cover by at most n— 1
open sets. Suppose that M = U; UUs U ---UU, is a good cover and denote

U.=U,U---UU,_1, V.=U,.

Then, by the induction hypothesis, the Kiinneth formula holds for U x N,
V x N,and (UNV) x N. We abbreviate

J4
H' (M) =@ H (M) ® HFN),  H(M):=H(M x N),
k=0

so that « is a homomorphism from H!(M) to H(M). Then the Mayer—
Vietoris sequence gives rise to the following commutative diagram:

HY(M) 2 BYU) @ BY(V) — BYU N V) 2> (M) .
(M) = BY(U) & BYV) —— BYU N V) —2> B4L(M)

That the first two squares in this diagram commute is obvious from the
definitions. We examine the third square. It has the form

D H (U NV) @ HHN) —5= @ B (M) @ HH(N) -

| |

HY (M x N)
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Ifwe Q*UNV)and 7 € QF(N) are closed forms we have

Rd*(w®T) =7mpyd'wATNT

d'k(w@T) =d" (Thyw A TNT).
Recall that d*w € Q¥F1(M) is given by dpy Aw on U NV and vanishes on
M\ (UNV), where py, py : M — [0,1] are as in the proof of Lemma 8.14.

They also give rise to a partition of unity on M x N, subordinate to the
cover by the open sets U x N and V x N, and defined by

Tvpu = puoma i M x N —[0,1],
Typv =pyomy M x N — [0,1].
Using this partition of unity for the definition of the boundary operator
QU NV) x N) = QF (M x N)
in the Mayer—Vietoris sequence for M x N, we obtain the equation
d'rweT) = d(mywATNT)
= d(mypu) NTyw ATNT
= 7y(dpy Nw) NTNT
= myd'wATNT
= kd"(w®T).
on (UNV)x N. Since both sides of this equation vanish on (M \(UNV))x N,
we have proved that
d*ok=rkod".

Thus » : H* — H* induces a commuting diagram of the Mayer—Vietoris
sequences for H* and H*. The induction hypothesis asserts that x is an
isomorphism for each of the manifolds U, V, and U N'V. Hence it follows
from the Five Lemma 8.23 below that it also is an isomorphism for M. This
completes the induction argument and the proof of the Kiinneth formula. [J

Lemma 8.23 (Five Lemma). Let

A fi B f2 c f3 D fa .

Lol

Al f{ Bl fé Cl fé Dl fjl El
be a commutative diagram of homomorphisms of abelian groups such that the
horizontal sequences are exact. If o, 8,9,& are isomorphisms then so is 7.

Proof. Exercise. O
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8.3 Compactly Supported Differential Forms

8.3.1 Definition and Basic Properties

Let M be an m-dimensional smooth manifold (possibly with boundary) and,
for every integer k > 0, denote by QF(M) the space of compactly supported
k-forms on M. (See Section 7.2.1.) Consider the cochain complex

QM) -% ol -5 o2 % - L am .

The cohomology of this complex is called the compactly supported de-
Rham cohomology of M and will be denoted by

_ kerd: QF(M) — QFL(M)

k .
He (M) : imd : QF (M) — Qk(M)

for k=0,1,...,m.

Remark 8.24. If M is compact then every differential form on M has
compact support and hence Q% (M) = Q*(M) and H}(M) = H*(M).

Remark 8.25. The compactly supported deRham cohomology of a mani-
fold is not functorial. If f : M — N is a smooth map (between noncompact
manifolds) and w € QF(V) is a compactly supported differential form on N
then

supp(f*w) C f~ (supp(w)).

Thus f*w may not have compact support.
Remark 8.26. If f: M — N is proper in the sense that
K C N is compact = fYK) € M is compact,
then pullback under f is a cochain map
£ Q) = (M)

and thus induces a homomorphism on compactly supported deRham co-
homology. By Corollary 7.31 the induced map on cohomology is invariant
under proper homotopies. Here it is not enough to assume that each map
fi in a homotopy is proper; one needs the condition that the homotopy
[0,1] x M — N : (t,p) — fi(p) itself is proper.
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Remark 8.27. If « : U — M is the inclusion of an open set then every
compactly supported differential form on U can be extended to a smooth
differential form on all of M by setting it equal to zero on M \ U. Thus
there is an inclusion induced cochain map

Lot QE(U) — (M)

and a homomorphism on compactly supported deRham cohomology.

These remarks show that the compactly supported deRham cohomology
of a noncompact manifold behaves rather differently from the usual deRham
cohomology. This is also illustrated by the following examples.

Example 8.28. The compactly supported deRham cohomology of the 1-
manifold M = R is given by

HOR) =0, H(R)=R
That H)(R) = 0 follows from the fact that every compactly supported

function f : R — R with df = 0 vanishes identically. To prove H!(R) = R
we observe that a 1-form w € QL(R) can be written in the form

w = g(z) dz,

where g : R — R is a smooth function with compact support. Thus w = df
where f : R — R is defined by f(x) := [ _g(t)dt. This function has
compact support if and only if the integral of g over R vanishes. Thus w
belongs to the image of the operator d : QY(R) — QL(R) if and only if its
integral is zero. This is a special case of Theorem 7.38.

Example 8.29. If M is connected and not compact then every compactly
supported locally constant function on M vanishes and hence

HY(M) = 0.

Example 8.30. If M is a nonempty connected oriented smooth m-dimen-
sionnal manifold without boundary then

H'(M)=R.
An explicit isomorphism from H]"(M) to the reals is given by

H"(M) — R: [w] —>/Mw.

This map is surjective, because M is nonempty, and it is injective by Theo-
rem 7.38.
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Lemma 8.31. For every smooth m-manifold we have
HF(M) = HMY (M xR), k=0,1,...,m.

Corollary 8.32. The compactly supported deRham cohomology of R™ 1is
given by
R, fork=m,

k(mm\ _
He(R )_{O, for k < m.

Proof. This follows from Example 8.28 by induction. The induction step
uses Example 8.29 for £ = 0 and Lemma 8.31 for & > 0. O

Proof of Lemma 8.831. As a warmup we consider the case M = R™ and use
the coordinates (t,2!,...,2™) on R x R™. Then a (compactly supported)
k-form on R x R has the form

w= Z ay(z, t)det Adt + Z By(xz,t)dz’,

|I|=k—1 |J|=k

where the ay and (; are smooth real valued functions on R™ x R (with
compact support). Fixing a real number ¢ € R we obtain differential forms

TRES Z ay(z,t)dz! € QF1(R™),
T|=k—1
Bri= > Bylx,t)dz’ € QER™).

=

Going to the general case we see that a compactly supported differential
form w € QF(R x M) can be written as

w :Oét/\dt—Fﬁt, (811)

where R — Q¥ 1(M) : t = oy and R — QF(M) : t — j3; are smooth families
of differential forms on M such that the set

supp(w) = U (supp(oy) U supp(B)) x {t}

teR

is compact. The formula in local coordinates shows that the exterior differ-
ential of w € QF(M x R) is given by

dw = dM¥Fy = <dMat + (—1)’“@@5) Adt + dM B,. (8.12)
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Choose a smooth function e : R — R with compact support such that

oo
/ e(t)dt =1
—0o0
and define the operators
Tt FFL R x M) = QF (M), e, : QF(M) = QLR x M),
by
o
Ty 1= / ay dt, esa:=e(t)a Ndt (8.13)
—0o0
for w = ay Adt + B € Q¥ (M x R) and o € Q¥(M). Then it follows from
equation (8.12) that
w*od:dMow*, e*odM:doe*.
Hence 7, and e, induce homomorphisms on compactly supported deRham
cohomology, still denoted by 7, and e,. We have the identity
T O ey = id
both on QF(M) and on H¥(M). We prove that the composition e, o 7, is
chain homotopy equivalent to the identity, namely, that there is an operator
K : QMY (M x R) — QF(M x R)
satisfying the identity
id—e,om, = (—1)F(do K — K 0d) (8.14)
on QF+1(M x R). The operator K is given by

_ _ t t
Ko:=a; Ndt+ by, ap:=0, Bi:= / o ds — / e(s)dsmew (8.15)

for w = oy A dt + 3, € QF1(M x R). Combining (8.12) and (8.15) we find

t t
dKw = (=DF(ay — e(t)mw) Adt + d™ / asds — / e(s) ds dMmw,
¢

t
Kdw = / <dMas + (—1)’9“6555) ds—/ e(s)ds medw

—0o0
t

t
= (—1)k+1ﬁt+dM/ asds—/ e(s) ds dMr,w.

—00

Hence
dKw — Kdw = (—1)’“(0@ A dt+ B — e(t)mw A dt) = (—1)’“(@) — e W),
This proves (8.14) and the lemma. O
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8.3.2 The Mayer—Vietoris Sequence for H;

Let M be a smooth m-manifold and U,V C M be two open sets such that
UUV = M. The Mayer—Vietoris sequence in this setting has the form

0 +— QF(M) ¢ QMU @ QF (V) L= Qb (U N V) «— 0, (8.16)

where i, : QF(U) @ Q¥ (V) = QF(M) and j, : QXU NV) — QFU) @ QF(V)
are defined by

ix(wy,wy) = wy + wy, Jaw = (—w,w)

for wy € QF(U), wy € QF(V), and w € QXU NV). Here the first summand
in the pair (—w,w) € QF(U) @ QF(V) is understood in the first component
as the extension of —w to all of U by setting it zero on U \ V' and in the
second component as the extension of w to all of V by setting it zero on
V \ U. Likewise, the k-form wy + wy € QF(M) is understood as the sum
after extending wy to all of M by setting it zero on V' \ U and extending wy
to all of M by setting it zero on U \ V.

Lemma 8.33. The Mayer—Vietoris sequence (8.16) is exact.

Proof. That j, is injective is obvious. That the image of j, agrees with the
kernel of i, follows from the fact that if the sum of the compactly supported
differential form wy € QF(U) and wy € QF(V) vanishes on all of M, then
the compact set supp(wy ) = supp(wy) is contained in U N'V.

We prove that i, is surjective. As in the proof of Lemma 8.14 we choose
a partition of unity subordinate to the cover M = U UV, consisting of two
smooth functions py : M — [0,1] and py : M — [0, 1] satisfying

supp(py) CU,  supp(pv) CV,  pu+py =1

Let w € QF(M) and define wyy € Q¥(U) and wy € QF(V) by

wy = pwly,  wy = pywly.

Then

ix(wr,wy) = wy +wy = w.

This proves the lemma. O
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As in Section 8.2 we have that i, and j,. are cochain maps so that the
following diagram commutes

0 —— QFFI(M) =2 QL) @ QFL(V) <2 Qb (U A V) ——0 .

TS R

0~ QF(M) ~—"—QFU) & Ok (V) ~—L— QFU N V) =0

The boundary operator
de : HY(M) — HY(UNV)

for the long exact sequence is is defined as follows. Given a closed form
w € QF(M) choose a pair (wy,wy) € Q¥(U) © QF(V) whose image under
ix is w; then the pair (dwy,dwy) belongs to the kernel of 7., because w is
closed, and hence belongs to the image of j,, by exactness; hence there is a
unique (k + 1)-form dyw € Q¥+ (U NV) whose image under j, is the given
pair (dwy,dwy). As before, this form is closed and its cohomology class in
HF1(U NV) is independent of the choice of the pair (wyr,wy) used in this
construction.

Again, there is an explicit formula for the operator d, coming from the
proof of Lemma 8.33. Namely, we define the linear map

dy : Q¥ (M) = QLU N V),
by
dyw = dpy N w]Um/. (8.17)

This operator is well defined because the 1-form dpy = —dpy is supported
in U N V. Moreover, we have

dodi+dy,od=0

and hence d, assigns closed forms to closed forms and exact forms to ex-
act forms. Thus d, descends to a homomorphism on cohomology and the
reader may check that this is precisely the homomorphism defined by dia-
gram chasing as above.

The homomorphisms on compactly supported deRham cohomology in-
duced by 174, j«, ds give rise to a long exact sequence

L HR M) S qHROY @ HYVY L BEU N V) S BN M) - (8.18)

which is also called the Mayer—Vietoris sequence.
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Theorem 8.34. The Mayer—Vietoris sequence (8.18) is exact.

Proof. That the composition of any two successive homomorphisms is zero
follows directly from the definitions.

We prove that kerd, = imi,. Let w € QF(M) be a closed compactly
supported k-form on M such that

d.]w] = 0.
Then there is a compactly supported k-form 7 € QIS(U N V) such that
dr = d(pyw)|vny = —d(puw)|vav-
Define wyy € QF(U) and wy|inQF (V) by

— pvw—+T1 onUNYV, T pyw+T1 onUNYV,
U7 pow on U\V, Vo pyw on V\ U.

These forms are closed and have compact support. Moreover, wy + wy = w
and hence i, ([wy], [wy]) = [w]. Thus we have proved that ker d, = im i,.

We prove that keri, = imj,. Let wy € QF(U) and wy € QF(V) be
compactly supported closed k-forms such that

i*([WU]7 [WV]) = 0.
Then there is a compactly supported (k — 1)-form 7 € QF(M) such that
wy+wy onUNYV,
dr =< wy on U\ 'V,
wy on V\U.
It follows that the k-form
w = wyluny — d(pvT)|uny = —wuluay + d(puT)|uny € QXU NV)

has compact support in U N V. Moreover, w is closed and the pair

o= ({3 wi 1 s miny ) enwraniw

is cohomologous to (wy,wy). Hence j.([w]) = (Jwu], [wy]). Thus we have
proved that ker i, = im j,.
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We prove that kerj, = imd,. Let w € QF¥(U N V) be a compactly
supported closed k-form such that

J([w]) = 0.

Then there exist compactly supported (k — 1)-forms 7y € QF~1(U) and
v € QF~1(V) such that

dr = ¥ onUNYV, dro = ¥ onUNYV,
=10 onU\V, VE10 on VU
Define 7 € Q¥ 1(M) and o € Q¥=1({U N V) by
w+Ty onUNYV,
T:=X TU on U \V, 0= pyTU — PUTV-

TV on V\U,

Then 7 is closed and
pvTlunv = Tvlunv + o,

hence
d(pv7)|unv = drv|vny + do = w + do,
and hence
di[7] = [dpy N Tlurv] = [w].
Thus we have proved that ker j, = im d,. This proves the theorem. O

The proof of Theorem 8.34 also follows from Lemma 8.33 and an abstract
general principle in homological algebra, namely, that every short exact
sequence of (co)chain complexes determines uniquely a long exact sequence
in (co)homology. In the proof of Theorem 8.34 we have established exactness
with the boundary map given by an explicit formula. The formulas for the
boundary maps d* and d, in the Mayer—Vietoris sequences will be useful in
the proof of Poincaré duality. The Mayer—Vietoris sequence for compactly
supported deRham cohomology can be used as before to establish finite
dimensionality and the Kiinneth formula. This is the content of the next
three corollaries.

Corollary 8.35. If M = U UV is the union of two open sets such that the
compactly supported deRham cohomology of U, V., UNV is finite dimen-
stonal, then so is the compactly supported deRham cohomology of M.

Proof. The proof is exactly the same as that of Corollary 8.16. O
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Corollary 8.36. If M admits a finite good cover then its compactly sup-
ported deRham cohomology is finite dimensional.

Proof. The proof is analogous to that of Corollary 8.20, using Corollary 8.32
instead of Example 8.12. O

Corollary 8.37 (Kiinneth formula). If M and N have finite good covers
then the map QF(M)@QLN) — QFFYM x N) : w@T > i, w AThT induces
an isomorphism

k:H(M)® H(N) — H:(M x N).
Thus
l
P HF (M) @ HEF(N) 2 HL(M x N)
k=0
for every integer £ > 0 and
dim H}(M x N) =dim H}(M) - dim H}(N).

Proof. The proof is exactly the same as that of Theorem 8.22. U

8.4 Poincaré Duality

8.4.1 The Poincaré Pairing

Let M be an oriented smooth m-dimensional manifold without boundary.
Then, for every integer k € {0, 1,...,m}, there is a bilinear map

QF (M) x QP R(M) : (w, ) — /M WAT. (8.19)

If w and 7 are closed and one of the forms w and 7 is exact (which in the
case of 7 means that it is the exterior differential of a compactly supported
(m — k — 1)-form) then w A 7 is the exterior differential of a compactly
supported (m — 1)-form and hence its integral vanishes, by Theorem 7.26.
This shows that the pairing (8.19) descends to a bilinear form on deRham
cohomology

H*(M) x H™5(M) : ([w],[r]) — / WAT. (8.20)
M

called the Poincaré pairing.
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Theorem 8.38 (Poincaré duality). Let M be an oriented smooth m-
dimensional manifold without boundary and suppose that M has a finite
good cover. Then the Poincaré pairing (8.20) is nondegenerate. This means
the following.

() If w € QF(M) is closed and
e Q™ R, dr=0 == /w/\T:O
M

then w is exact.
(b) If T € Q7F(M) is closed and

weQ¥M), dw=0 = /w/\T:0
M

then there is a o € QP*"1(M) such that do = 7.

Remark 8.39. The assumption that w is closed is not needed in (a) and the
assumption that 7 is closed is not needed in (b). In fact if [}, wAdo = 0 for
every o € Q'F=1(M) then, by Stoke’s Theorem 7.26, we have [,, duAo = 0
for every o € Q7 *=1(M) and hence dw = 0. Similarly for 7.

Remark 8.40. The Poincaré pairing (8.20) induces a homomorphism
PD : H¥(M) — H™ *(M)* = Hom(H™ *(M),R) (8.21)

which assigns to the cohomology class of a closed k-form w € QF(M) the
homomorphism

H™ (M) — R« [7] > PD(])([7]) = /Mw AT

Condition (a) says that the homomorphism PD is injective and, if H™ (M)
is finite dimensional, condition (b) says that PD is surjective. This last as-
sertion is an exercise in linear algebra. By Corollary 8.20 and Corollary 8.36
we know already that, under the assumptions of Theorem 8.38, both the
deRham cohomology and the compactly supported deRham cohomology of
M are finite dimensional. Thus the assertion of Theorem 8.38 can restated
in the form that PD : H¥(M) — H™ *(M)* is an isomorphism for ev-
ery k. We say that a manifold M satisfies Poincaré duality if PD is an
isomorphism.
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Remark 8.41. The Poincaré pairing (8.20) also induces a homomorphism
PD* : H™ k(M) — H*(M)* = Hom(H"(M),R) (8.22)

which sends a class [r] € H™ ¥(M) to the homomorphism
H*¥(M) — R : [w] = PD*([7])([w]) := / WAT.
M

If both H*(M) and H™ (M) are finite dimensional then (8.21) is bijective
if and only if (8.22) is bijective. However, in general these two assertions
are not equivalent. It turns out that the operator (8.21) is an isomorphism
for every oriented manifold M without boundary while (8.22) is not always
an isomorphism. (See [2, Remark 5.7].)

Remark 8.42. If M is compact without boundary then H}(M) = H*(M).
In this case the homomorphisms PD : H*(M) — H™ *(M)* in (8.21) and
PD* : H¥(M) — H™ *(M)* in (8.22) differ by a sign (—1)k(m=k),

Example 8.43. As a warmup we show that Poincaré duality holds for
M = R™. That PD : H¥(R™) — H" *(R™)* is an isomorphism for k > 0
follows from the fact both cohomology groups vanish. (See Example 8.12
and Corollary 8.32.) For k& = 0 the Poincaré pairing has the form

QUR™) x QPR™): (f,7) = | fT.
Rm
If f € Q°R™) and fM f1 =0 for every compactly supported m-form on M
then f vanishes; otherwise f # 0 on some nonempty open set U C R and
we can choose
r=pfdzt Ao Ada™,

where p : R™ — R™T is a smooth cutoff function with support in U such that
p(x) > 0 for some = € U; then

fr= f2(x)p(z)dazt - - - dz™ > 0,
R R

a contradiction. Conversey, if 7 € Q*(R™) is given such that me fr=0
for every constant function f: M — R then

/ T=0

and hence it follows from Theorem 7.38 that there is a compactly supported
(m — 1)-form o € Q™= Y(R™) such that do = 7.
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8.4.2 Proof of Poincaré Duality

Proof of Theorem 8.38. The proof is by induction on the number n of ele-
ments in a good cover of M. If n = 1 then M is diffeomorphic to R™ and
hence the assertion follows from Example 8.43. Now let n > 2, suppose that

M=U,U---UU,

is a good cover, and suppose that Poincaré duality holds for every oriented
m-manifold with a good cover by at most n — 1 open sets. Denote by
U,V C M the open sets

U=U,U---UU,_1, vV .=U,.

Then the induction hypothesis asserts that Poincaré duality holds for the
manifolds U, V, and UNV. We shall prove that M satisfies Poincaré duality
by considering simultaneously the Mayer—Vietoris sequences for H* and H}
associated to the cover M =U U V.

Thus we have commuting diagrams

¥

o) S BNy eHNY) LS HNUNY)

X X X

Hr k(M) &=~ Hr-bU)e HPHV) &~ Hr-h@nv) (823)
\ \ \
R R R

and

HEUNV) S HFY(M)

X X

H™kUnV) & gmk-1()) (8.24)
{ {
R R

Commutativity of the first square (8.23) asserts that, for all closed forms
w € QF(M) and 7y € QI F(U), 7v € Q7F(V) we have

/ w/\i*(TU,Tv):/w|U/\TU+/w|v/\7'v.
M U 1%

This follows from the definition of i, : Q™ =*(U) @ QT *(V) — Qm=k(M).
(See (8.16).) Commutativity of the second square (8.23) asserts that, for all
closed forms wy € QF(U), wy € Q™ #(V), and 7 € Q7 ¥(U NV) we have

/wU/\(—T)+/wv/\T:/ J (wy,wy) AT
U v Unv
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This follows from the definition of j* : QF(U) @ QF(V) — QKU N V).
(See (8.6).) Commutativity of the diagram (8.24) asserts that, for all closed
forms w € Q¥(U N V) and 7 € Q7 *~1(M), we have

i/ w/\d*T:/d*w/\T.
unv M

To see this, we recall that
d*w=dpy Nwe Q*TYM),  dir=dpp AT € QP FUNV).
Here dpy Aw is extended to all of M by setting it equal to zero on M\ (UNV),

and dpy A 7 is restricted to U NV where it still has compact support. Since
dpy + dpy = 0 we obtain

/d*w/\T = / dpy N\w AT
M unv

= (—1)’“/ wAdpy AT
unv
= (—1)k+1/ wAdpy AT
unv

= (—1)k+1/ wAdyT
unv

as claimed. With the commutativity of (8.23) and (8.24) established, we
obtain a commuting diagram

HE(U)
H*(M) @ HKUNV) HM1(M)
HE(V)
PD NJ{PD =|PD PD
HP*HU)*
HP M (M) — ® — H R UNV) ——= HP (M)
HI =k (V)

Since the horizontal sequences are exact and the Poincaré duality homo-
morphisms PD : H* — H"™* are isomorphisms for U, V, and U NV, it
follows from the Five Lemma 8.23 that PD : H*(M) — H* *(M) is an
isomorphism as well. This proves the theorem. O
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8.4.3 Poincaré Duality and Intersection Numbers

Let M be a compact oriented smooth m-manifold without boundary so that
the compactly supported deRham cohomology of M agrees with the usual
deRham cohomology. Then Theorem 8.38 asserts that every linear map ¢ :
H™ k(M) — R determines a unique deRham cohomology class [r] € H*(M)
such that ¢([w]) = [,, wAT for every closed form w € Q¥(M). An important
class of examples of such homomorphisms ¢ arises from integration over
submanifolds, or more generally, from the integration of pullbacks under
smooth maps. More precisely, let P be a compact oriented manifold of
dimension dim P = m —k and let f : P — M be a smooth map. Then there
is a closed form 7 € QF (M), unique up to an additive exact form, such that

/M WA TE= /Pf*w (8.25)

for every closed form w € Q™ *(M). This follows immediately from The-
orem 8.38 and Remark 8.41. Namely, the deRham cohomology class of 7
in H¥(M) is the inverse of the linear map H™ *(M) = R : [w] = [ f*w
under isomorphism PD* : H¥(M) — H™ *(M)* in (8.22). The unique
deRham cohomology class [r7] € H¥(M) is called dual to f. We also call
each representative of this class dual to f. If Q C M is a compact oriented
submanifold without boundary of dimension dim (@) = m — £ we use this
construction for the obvious embedding of @) into M. Thus there is a closed
form g € QY(M), unique up to an additive exact form, such that

/Mw ATQ = /Qw (8.26)

for every closed form w € Q™~¢(M). The unique deRham cohomology class
[tq] € HY(M) of such a form as well as the forms 7 themselves are called
dual to ). The next theorem relates the cup product to intersection theory.
The proof will be given in Section 9.2.4.

Theorem 8.44. Let M and P be compact oriented smooth manifolds with-
out boundary, f : P — M be a smooth map, and Q C M be a compact
oriented submanifold without boundary. Assume

dim P =m — k, dim@Q =m — ¢, dmM =m=k+/¢

and let 7r € QF(M) and T € QY(M) be closed forms dual to f and Q,
respectively. Then the intersection number of f and Q is given by

f-Q= /TfATQ—/Tf— kf/fTQ (8.27)
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8.4.4 Euler Characteristic and Betti Numbers

The Betti numbers of a manifold are defined as the dimensions of the
deRham cohomology groups and are denoted by

b; := dim H'(M), i=0,...,m.

By Corollary 8.21 these numbers are finite whenever M is compact. Recall
that we have defined the Euler characteristic y(M) of a compact manifold
M without boundary as the sum of the indices of a vector field with only
isolated zeros. The next theorem shows that this invariant agrees with the
alternating sum of the Betti numbers (under the assumption that M is
oriented). It shows also that the Lefschetz number of a smooth map form
M to itself (defined as the sum of the fixed point indices) can be expressed
in terms of the traces of the induced maps on deRham cohomology.

Theorem 8.45. Let M be a compact oriented smooth manifold without
boundary and let f : M — M be a smooth map. Then the Fuler character-
istic of M is given by

X(M) = (~1)" dim H (M) (8.28)
=0

and the Lefschetz number of f is given by

L(f) = (~1)'trace (f* : H'(M) — H'(M)). (8.29)
=0

Proof. Choose closed differential forms
wi e (M),  dwy=0, i=01,...,n,

whose cohomology classes [w;] form a basis of H*(M). By Theorem 8.38
there is a dual basis

;€ Q™R (M), dr; =0, j=0,1,...,n,

_ _ L, ifi:j7
‘&MAW_%_{QiH#j

(Let n; : H* (M) — R be the linear functional that sends [w;] to d;; for each i
with k; = k; and choose a closed form 7; € Q™% such that PD*([r;]) = n;.)

such that
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Now consider the manifold M x M and denote by 7 : M x M — M
and mo : M x M — M the projections onto the first and second factors. By
Theorem 8.22 the cohomology classes of the forms 7wjw; A m37; form a basis
of the deRham cohomology of M x M. In particular, there are real numbers
¢ij € R such that the cohomology class [Tan] € H™(M x M), dual to the
diagonal A C M x M as in Section 8.4.3, can be expressed in the form

[Ta] = Z cijlmiwi A Ty (8.30)

0]

We compute the coefficients ¢;; by using the equation

/w:/ WA TA, W= T N\ ToW,
A MxM

If L : M — M x M denotes the inclusion of the diagonal given by ¢(p) := (p, p)
for p € M then 71 ot = w9 0ot = id and hence

/ w :/ (TR A T3TE) 2/ T Awy = (—1)dee@r)dee(m) g,
A M M

Moreover, by (8.30), we have

/ WATA = Z Cij / T T N\ Towy A Tiw; A\ T5Tj
MxM MxM

d ) d * * * *
= Z cij(— cg(w) deg(w:) /M y T Te N\ Tiw; A Towy A THT;
X

_ Z C@] deg (w deg(wl)( 1)deg(wk)deg(rj)5w5jk

— (_1)deg(wk) deg(wy) (_1)deg(wk) deg(Tk)Cﬁk

Setting k = ¢ we find
cre = (—1)de8(r)

Oke
and hence, by (8.30),
[ra] = (=)@ [rw; A i) (8.31)

i
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Now the Lefschetz number of f is given by
L(f) = graph(f) - A.

We can express this number in terms of Theorem 8.44 with M replaced by
the product manifold M x M, with

Q=ACMxM,

and with f: P — M replaced by the map

dx f: M — M x M.
Since

mo(idx f)=id: M — M, mo(idx fy=f:M—M
we obtain
L(f) = graph(f) - A
= ()" [ Gy
M

= (1 Sy /M(id X f)* (s AThT)

—(_1\™ _1\deg(w;) w; *Ti
(1) ;< D) [ wing
Z / wz/\f Ti

deg(7;)

Mz i

(—1)ktrace(f* : HY(M) — H*(M)).

i
o

Here the last equation follows from the fact that
f*TZ‘ = Z Q;i5Ty, Qg5 = / wj A f*TZ‘,
deg(7;)=k M
whenever deg(7;) = k, and hence
trace(f* : H*(M) — H*(M)) = Z Z / wi A frr.
deg(m:)=k deg(7;)=

This proves (8.29). The Euler characteristic of M is equal to the Lefschetz
number of the identity map on M and hence (8.28) follows immediately
from (8.29). This proves the theorem. O
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Remark 8.46. The zeta function of a smooth map
f-M—-M

on a compact oriented m-manifold M without boundary (thought of as a
discrete-time dynamical system) is defined by

Cr(t) = exp <Z w> : (8.32)
n=1

where

ffi=fofo-rof : M —->M
—
n times

denotes the nth iterate of f. By definition of the Lefschetz numbers (in
terms of an algebraic count of the fixed points) the zeta-function of f can be
expressed in terms a count of the periodic points of f, provided that they
are all isolated. If the periodic points of f are all nondegenerate then the
zeta-function of f can be written in the form

g =T] I @-crme)y<e e (333

n=1pePn(f)/Zn
where P,,(f) denotes the set of periodic points with minimal period n and
u(p, f") := signdet(1 — df"(p)),
e(p, ") := signdet(1+ df"(p))
for p € Pn(f). This formula is due to Ionel and Parker. One can use

Theorem 8.45 to prove that

() = [ det (1t - (M) — i)
i=0

(8.34)
_ det (1 —tf*: HoYY(M) — HY(M))

det (1 —¢tf*: HV(M) — HeV(M))
In particular, the zeta function is rational.

Exercise 8.47. Prove that the right hand side of (8.32) converges for ¢
sufficiently small. Prove the formulas (8.33) and (8.34). Hint: Use the
identities

det(1 —tA)™! =exp (trace (Z t”A”)) ;o up, S = up, He(p, £

n
n=1

for a square matrix A and t € R sufficiently small, and for a fixed point p
of f that is nondegenerate for all iterates of f.
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8.4.5 Examples and Exercises

Example 8.48 (The DeRham Cohomology of the Torus). It follows
from the Kiinneth formula in Theorem 8.22 by induction that the deRham
cohomology of the m-torus

T =R™/Z™ = S x ... x §!
~—_———
m times

has dimension
dim H*(T™) = <7Z>

Hence every k-dimensional deRham cohomology class can be represented
uniquely by a k-form

We = Z cil...ikdxil Ao A dzt

1<) <--<ip<m
with constant coefficients. Thus the map ¢ — [w.] defines an isomorphism
A (R™)* — H*(T™).

This is an isomorphism of algebras with the exterior product on the left and
the cup product on the right.

Exercise 8.49. Show that a closed k-form w € QF(T™) is exact if and only if
its integral vanishes over every compact oriented k-dimensional submanifold
of T™. Hint: Given a closed k-form w € QF(T™) choose ¢ such that w — w,
is exact. Express the number ¢;,...;, as an integral of w over a k-dimensional
subtorus of T™.

Exercise 8.50. Prove that a 1-form w € Q!(M) is exact if and only if its
integral vanishes over every smooth loop in M. Show that every connected
simply connected manifold M satisfies

HY(M) =0.

Hint: Assume w € Q'(M) satisfies fSl Y*w = 0 for every smooth map
v : 8" = M. Fix a point pg € M and define the function f : M — R
as follows. Given p € M choose a smooth path v : [0,1] — M such that
v(0) = pp and (1) = p and define

f(p) = /[0’1] 7w

Prove that the value f(p) does not depend on the choice of the path ~.
Prove that f is smooth. Prove that df = w.
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Example 8.51 (The Genus of a Surface). Let ¥ be a compact connected
oriented 2-manifold without boundary. Then Theorem 8.38 asserts that the
Poincaré pairing

HY(®) x H(Z) = R: ([a],[8]) — /20z A B

is nondegenerate. Since this pairing is skew-symetric it follows that H'(X)
is even dimensional. Hence there is a nonnegative integer g € Ny, called the
genus of ¥, such that

dim H'(%) = 2g.

Moreover, since ¥ is connected, we have H°(X) = R and H?(X) = R (see
Theorem 7.38 or Theorem 8.38). Hence, by Theorem 8.45, the Euler char-
acteristic of X is given by

xX(3) =2-2g.

Thus the Euler characteristic is even and less than or equal to two. Since
the 2-sphere is simply connected we have H'(S?) = 0, by Exercise 8.50, and
hence the 2-sphere has genus zero and Euler characteristic two. This follows
also from the Poincaré—Hopf Theorem. By Example 8.48 the 2-torus has
genus one and Euler characteristic zero. This can again be derived from the
Poincaré—Hopf theorem because there is a vector field on the torus without
zeros. All higher genus surfaces have negative Euler characteristic. Exam-
ples of surfaces of genus zero, one, and two are depicted in Figure 8.1. By the
Gauss—Bonnet Formula only genus one surfaces can admit flat metrics. A
fundamental result in two dimensional differential topology is that two com-
pact connected oriented 2-manifolds without boundary are diffeomorphic if
and only if they have the same genus. A beautiful proof of this theorem,
based on Morse theory, is contained in the book of Hirsch [6].

S

g=0 g=1 g=2

Figure 8.1: The Genus of a Surface.
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Example 8.52 (The DeRham Cohomology of CP™). The deRham
cohomology of CP" is given by

H*(CP") =

{ R, if k is even, (8.35)

0, if kis odd.

We explain the cup product structure on H*(CP"™) at the end of Chapter 9.

For CP! = §2 the formula (8.35) follows from Example 8.51. We prove
the general formula by induction on n. Take n > 2 and suppose the assertion
has been proved for CP"~!. Consider the open subsets

U:=CP"\{[0:---:0:1]},
V:=CP"\CP" ' ={[20:: 241 : 2n] € CP"| 2, #0}.
They cover CP", the set V is diffeomorphic to C™ and the obvious inclusion

¢ : CP"!' = U is a homotopy equivalence. A homotopy inverse of the
inclusion is the projection 7 : U — CP"~! given by

(20 zn_1t2n]) = [20: ¢ Zp—i]

Then mrot =1id : CP" ! — CP" ! and ton : U — U is homotopic to the
identity by the homotopy f; : U — U given by

fi([zo: o+t zn1 i 2n) == [20 ¢ Zn_1 : tzy)

with
Jo=rtom, f1=id.

Hence the inclusion ¢ : CP"~! — U induces an isomorphism on cohomology,
by Corollary 8.5, and the cohomology of V' is isomorphic to that of C™. Thus
it follows from the induction hypothesis and Example 8.12 that

R, if kis even R, ifk=0
k _ ) ) k _ ) 3
H(U)_{O, if £ is odd, H(V)_{O, if k> 0.

Moreover, the intersection U NV is diffeomorphic to C™\ {0} and therefore
is homotopy equivalent to S?*~!. Thus, by Example 8.13, we have

R, if k=0,
H*(V)={ 0, if1<k<2n-2,
R, if k=2n—1.
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Hence, for 2 < k < 2n — 2, the Mayer—Vietoris sequence takes the form

g wnv) & mFecPr) S HFO)eHFNV) L HMUNV)

| | | |
0 - HF(CPY —  HFCP™YH 0

This sequence is exact, by Theorem 8.15. Hence the inclusion induced ho-
momorphism

F HF(CP™) — H¥(CP™ ) (8.36)

is an isomorphism for 2 < k < 2n — 2. Since CP" is connected, we have
H°(CP") =R.

Since CP" is simply connected, by Exercise 8.53 below, it follows from Ex-
ercise 8.50 that
H(CP") = 0.

(Exercise: Deduce this instead from the Mayer—Vietoris sequence.) Since
CP™ is a complex manifold, it is oriented and therefore satisfies Poincaré
duality. Hence, by Theorem 8.38 we have

H?"(CP") = HY(CP") =R,  H*'(CP") = H'(CP")=0.
This proves (8.35) for all n. It also follows that the homomorphism (8.36)
is an isomorphism for 0 < k£ < 2n — 2.
Exercise 8.53. Prove that CP" is simply connected.

Exercise 8.54 (The DeRham Cohomology of RP™). Prove that the
deRham cohomology of RP™ is

if k=0,
ifl1<k<m-1,
if K = m is even,

, if Kk =m is odd.

H¥(RP™) =

A =R

In particular, RP? has Euler characteristic one. Hint: RP™ is oriented
if and only if m is odd. Prove that, up to homotopy, there is only one
noncontractible loop in RP™, and hence its fundamental group is isomorphic
to Zy. Use Exercise 8.50 to prove that H!'(RP™) = 0 for m > 2. Use an
induction argument and Mayer—Vietoris to prove that H*¥(RP™) = 0 for
2<k<m-—1.
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8.5 The Cech-deRham Complex

In Section 8.2 on the Mayer—Vietoris sequence we have studied the deRham
cohmology of a smooth manifold M by restricting global differential forms
on M to two open sets and differential forms on the two open sets to their
intersection and examining the resulting combinatorics. We have seen that
this technique is a powerful tool for understanding deRham cohomology
allowing us, for example, to prove finite dimensionality, derive the Kiinneth
formula, and establish Poincaré duality for compact manifolds in an elegant
manner. The Mayer—Vietoris principle can be carried over to covers of M by
an arbitrarly many (or even infinitely many) open sets. Associated to any
open cover (of any topological space) is the Cech cohomology. In general,
this cohomology will depend on the choice of the cover. We shall prove that
the Cech cohomology of a good cover of a smooth manifold is isomorphic
to the deRham cohomology and hence is independent of the choice of the
good cover. This result is a key ingredient in the proof of deRham’s theorem
which asserts that the deRham cohomology of a manifold its isomorphic to
the singular cohomology with real coefficients.

8.5.1 The Cech Complex

Let M be a smooth manifold and
U = {Ui}iéf
be an open cover of of M, indexed by a set I, such that
Ui 10

for every i € I. The combinatorics of the cover % is encoded in the sets of
multi-indices associated to nonempty intersections, denoted by

(@) = {(ion-..ix) € I | Uy -+ T, #0)

for every nonnegative integer k. The permutation group Si41 of bijections
of the set {0,1,...,k} acts on the set Zy(% ) and the nonempty intersections
of k4 1 sets in % correspond to orbits under this action: reordering the
indices doesn’t change the intersection. We shall consider ordered nonempty
intersections up to even permutations; the convention is that odd permuta-
tions act by a sign change on the data associated to an ordered nonempty
intersection.
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The simplest way of assigning a cochain complex to these data is to
assign a real number to each ordered nonempty intersection of k£ + 1 sets
in %. Thus we assign a real number ¢;,...;, to each ordered (k + 1)-tuple
(0. ..,1k) € Zi(% ) with the convention that the sign changes under every
odd reordering of the indices. In particular, the number c¢;...;, is zero when-
ever there is any repetition among the indices and is undefined whenever
Uiy N -~ NU;, = 0. Let C*(%,R) denote the real vector space of all tuples

T
¢ = (Cioit) ... .inyez(a) € R

that satisfy the condition

Cig(oyiok) — £(0)Cig-wiy

for 0 € Si41 and (i, ...,ik) € Zx(% ). These spaces determine a cochain
complex
O w ,R) %5 CNw \R) > C2(% R) -5 O3, R) > . (8.37)

called the Cech complex of the open cover % with real coefficients.
The boundary operator § : C¥(%,R) — C**1(% ,R) is defined by

k+1

(0€)igwinsy = Z(—1)”ci0mi:___ik+1 (8.38)

v=0
for ¢ = (CiO"'ik)(io,...,ik)el—(%) € C* (% ,R).

Example 8.55. A Cech 0-cochain ¢ € C°(%,R) assign a real number ¢; to
every open set U;, a Cech 1-cochain ¢ € C1(%,R) assigns a real number Cij
to every nonempty ordered intersection U; N U; such that

Cij = —Cji

and a Cech 2-cochain ¢ € C%(%,R) assigns a real number ciji to every
nonempty ordered triple intersection U; N U; N U}, such that

Cijk = —Cjik = —Cikj-
The boundary operator  assigns to a 0-cochain ¢ = (¢;);es the 1-cochain
(0¢)ij = ¢j — ¢, UinNU; #0,
and it assigns to every 1-cochain ¢ = (c;5)(; jyez, (%) the 2-cochain
(6¢)iji = cjk + cri + cij, UiNnU; NU # 0.

One verifies immediately that § o § = 0. This continues to hold in general
as the next lemma shows.
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Lemma 8.56. The image of the linear map § : CF(% ,R) — RIx+1(%) g
contained in the subspace C*1 (% ,R) and § o6 = 0.

Proof. The first assertion is left as an exercise for the reader. To prove the
second assertion we choose a k-cochain ¢ € C¥(%,R) and a multi-index
(40 -« -y ig+2) € Tp1o(% ) and compute

k42

5(5c)i0---ik+2 = Z(_l)y(&)io---ﬁ---ikﬂ

v=0

_ +
= > (V)Mo pna

0<pu<v<k+2

—1)vtu-1 -~ -
+ Z ( 1) Cio---iy ...... T it
0<v<u<lk+2

= 0.
This proves the lemma. O

The cohomology of the Cech complex (8.37) is called the Cech coho-
mology of % with real coefficients and will be denoted by
ker 6 : C*(%,R) — C*Y(%,R)

H"(% R) := ’ — 8.39

(%,R) imé : Ck=1(%,R) — C*(%,R) (8:39)

This beautiful and elementary combinatorial construction works for every

open cover of every topological space M and immediately gives rise to the
following fundamental questions.

Question 1: To what extent does the Cech cohomology H*(% ,R) depend
on the choice of the open cover?

Question 2: If M is a manifold, what is the relation between H*(% ,R)
and the deRham cohomology H*(M) (or any other (co)homology theory)?

Example 8.57. The Cech cohomology group H°(% ,R) is the kernel of
the operator 6§ : C°(%,R) — CY(%,R) and hence consists of all tuples
¢ = (ci)ier that satisfy ¢; = ¢; whenever U; N U; # (. This shows that,
for every Cech 0-cocycle ¢ = (¢;)ier € HO(% ,R), there is a locally constant
function f : M — R such that f|y, = ¢; for every i € I. If each open set U;
is connected H°(% ,R) is the vector space of all locally constant real valued
functions on M and hence

HY(% ,R) = R™M) — HO(Mr),

where (M) is the set of components of M and H°(M) is the deRham
cohomology group. On the other hand, if % consists only of one open set
U = M, then H°(% ,R) = R is the set of globally constant functions on M.
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8.5.2 The Isomorphism

Let M be a smooth manifold and % = {U, };c; be an open cover of M. We
show that there is a natural homomorphism from the Cech cohomology of %
to the deRham cohomology of M. The definition of the homomorphism on
the cochain level depends on the choice of a partition of unity p; : M — [0, 1]
subordinate to the cover % = {U,};cr. Define the linear map

O\ R) = QF(M) : ¢ — w, (8.40)

by
We = Z Cio---ikpiodph ARERNA dpik' (8'41)
(CIINISVANC/S)
for c € C*(% ,R).

Lemma 8.58. The map (8.40) is a chain homomorphism and hence induces
a homomorphism on cohomology

H*(%,R) — H*(M) : [c] — [we]- (8.42)

Proof. Tt will sometimes be convenient to set ¢;...;, := 0 for ¢ € C*(%,R)
and (ig, ...,i;) € I*1\ Zy(%). We prove that the map (8.40) is a chain
homomorphism. For ¢ € C¥(% ,R) we compute

Wie = Z (5C)io~~~ik+1piodpi1 A Ndpiy g,
(G0,--sik+1)ELk41 (%)
k+1

- Z Z(_1)Vci0~~~ﬁ---ik+1pi0dpil AREENA dpik+1

(205 writ41) €L 41 (%) v=0

= Z Ciywigs1 PiodPiy N+ Ndpiy
(40,0 -sipg1)ETRT2
k+1
+ Z(_l)’/ Z ci()'“i:---ik_,_lpiodpil AREENA dpik+1
v=1 (io,...,ik+1)elk+2
= Z Cil---ik+1dpi1 VANCERIAN dpik+1
(41,0 ippq1)ETRHL

= dwe.

Here we have used the fact that the respective summand vanishes when-

ever (ig,...,ik+1) ¢ Zp+1(%) and that Y, ;dp; = 0 and Y . ;p; = 1.
Thus (8.40) is a chain map and this proves the lemma. O
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Remark 8.59. Let ¢ € Ck(%,R) such that dc = 0. Then, for all tuples
(iyJyi1, -+ -y ik) € Tpt1(%), we have

k

_— .. . —_— J— v —~
Cigy iy, = Cjiq--iy, E ( 1) Cijirrip-ig

v=1

Multiply by pjdpi, A ---dp;, and restrict to U;. Since pjdp;, A --- A dp;,
vanishes on U; whenever (i, 7,1, ...,ik) ¢ Zr+1(% ), the resulting equation
continues to hold for all tuples (4, 7,41, ...,4x) € I*72. Fixing i and taking
the sum over all tuples (j,41,...,i) € I*+1 we find

bc=0 = wc]Ui = Z Cii1~~~ikdpi1 VANRIERIVAY dpik. (8.43)
(il,...,ik)Elk

This gives another proof that w,. is closed whenever dc = 0.

The next theorem is the main result of this section. It answers the above
questions under suitable assumptions on the cover % .

Theorem 8.60. If % is a good cover of M then (8.42) is an isomorphism
from the Cech cohomology of % to the deRham cohomology of M

The proof of Theorem 8.60 will in fact show that, under the assumption
that % is a good cover, the homomorphism (8.42) on cohomology is inde-
pendent of the choice of the partition of unity used to define it. Moreover,
we have the following immediate corollary.

Corollary 8.61. The Cech cohomology groups with real coefficients associ-
ated to two good covers of a smooth manifold are isomorphic.

If 7 is a finite good cover the Cech complex C*(% ,R) is finite dimen-
sional and hence, so is its cohomology H*(% ,R). Combining this observa-
tion with Theorem 8.60 we obtain another proof that the deRham cohomol-
ogy is finite dimensional as well.

Corollary 8.62. If a smooth manifold admits a finite good cover then its
deRham cohomology is finite dimensional.

Following Bott and Tu [2] we explain a proof of Theorem 8.60 that is
based on a Mayer—Vietoris argument and involves differential forms of all
degrees on the open sets in the cover and their intersections. Thus we build
a cochain complex that contains both the deRham complex and the Cech
complex as subcomplexes.
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8.5.3 The Cech-deRham Complex

Associated to the open cover % = {U; };es of our m-manifold M is a cochain
complex defined as follows. Given two nonnegative integers k and p we
introduce the vector space

crw P
of all tuples
W= (Wio---ik)(io,...,ik)eIk(%) ) Wig--ip, € Qp(UiO ARl Uik)?

that satisfy wi, i, = e(0)wig...i;, for o € Spyq1 and (o, ..., i) € Lp(% ).
This complex carries two boundary operators

§:CHw,0P) = ct Y, ap),  d:CRw,QP) — CR(w, oY)
defined by

k+1

(5w)i0...ik+1 = Z(_l)ywio~~~ﬁ---ik+1’ (dw)i0~~~ik+1 = din"'ik+1' (8.44)
v=0

They satisfy the equations
00d =0, dod=dod, dod=0. (8.45)

Here the first equation is proved by the same argument as in Lemma, 8.56, the
second equation is obvious, and the third equation follows from Lemma 7.21.

The complex is equipped with a double grading by the integers k and p.
The total grading is defined by

deg(w) :=k+p, weCHw,qr),
and the degree-n part of the complex will be denoted by
crw) = @ crw,om).
k+p=n

We write w®? for the projection of w € C°(%) onto C*(% ,P). The double
graded complex carries a boundary operator

D:C™u) — C" )

defined by
(Dw)FP = k=12 4 (—1)k k=1 (8.46)

for w € C"™(%) and nonnegative integers k and p satisfying k + p = n + 1.
The sign can be understood as arising from interchanging d and k.
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Lemma 8.63. The operator (8.46) satisfies D o D = 0.
Proof. Let w € C™(%) and choose k and p such that k + p = n + 2. Then
(D(Dw))*? = §(Dw)* P 4 (—=1)Fd(Dw)"P~!
Rl G G Ve My
+(—1)*d (&J’“_l’p_l + (_1)kdwk7p—2)

= F0wF TP 4 (=1)%(dd — dd)wFIPTT 4 ddwhP 2

= 0.
The last equation follows from (8.45) and this proves the lemma. O

The complex (C*(%), D) is called the Cech-deRham complex of the
cover 7/ and its cohomology

- ker D : C"(%) — C"* Y (%
i) = K D CN#) = C (W) (8.47)
im D:C" Y %) — C™"U)
is called the Cech-deRham cohomology of % . There are natural cochain
homomorphisms

v:CRM U R) = CR Q%) c CHw),

r QP(M) — CU% ,QP) C CP(%).
The operator ¢ is the inclusion of the constant functions and r is the restric-
tion defined by (rw); := wl|y, for ¢ € I. The maps r,d,t,d are depicted in

the following diagram. We will prove that all rows except for the first and
all columns except for the first are exact in the case of a good cover.

(8.48)

0 d 4 2M) L.

(M)

Q' (M)

CO(% | R) —> CO(% , Q%) —*> (%, oY) —4> 0w , 0t L— -
1) 1) 3 é

CY (%, R) ——= Y%, Q%) —> (%, 0t) —4> ol (w0 L -
1) 1) é é
C2(U \R) —> C2(U ,0°) —= C2(w , Q") —> Cx (% , ) L -

0 0 0 1
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Lemma 8.64. The sequence
0— QP(M) 5 Oz, 0p) S oV, 0r) S O, oP) S - (8.49)
s exact for every integer p > 0. If % is a good cover of M then the sequence
0— C*U,R) 4 Ck(w, Q%) % ck(w,0Y S ek, 0% S ... (8.50)
is exact for every integer k > 0.

Proof. For the sequence (8.50) exactness follows immediately from Exam-
ple 8.12 and the good cover condition. For the sequence (8.49) the good
cover condition is not required. Exactness at C%(%,QP) follows directly
from the definitions. To prove exactness at C*(%,P) for k > 1 we choose
a partition of unity p; : M — [0, 1] subordinate to the cover % = {U; }ier.
For k > 1 define the operator

h:C¥w,QF) — C* Y, 0P)
by

(hw)iomik_1 = Zpiwiiomik_1 (8.51)

el
for w € C*(%,QP) and (ig,...,ix_1) € I_1(%), where each term in the
sum is understood as the extension to the open set U;, N---NU;, by setting
it equal to zero on the complement of U; N U;, N --- N U;,. We prove that
Soh+hod=id: C*%,QF) — C*(%,QP) (8.52)

for k > 1. This shows that if w € C*(%,QP) satisfies dw = 0 then w = dhw
belongs to the image of §. To prove (8.52) we compute

(h&u)io-"ik = Z pi(éw)iio-“ik

iel
k
= D ni (wio"'i’“ a Z(_l)ywuo---z}--ik>
i€l v=0
k
= wipein = 2 (DY D 0ty
v=0 i€l
k
= Wig-dp — Z(_l)y(hw)m;lk
v=0
= (w — 5hw)A .
10k

for w € C*¥(%,P) and (ig,...,i;) € Ix(%). This proves (8.52) and the
lemma. 0
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Theorem 8.65. Let % be a good cover of M. Then the homorphism
r QY (M) — CH (%), L MU, R) — C*(%)
nduce isomorphism
r* H* (M) — H*(%), S HYN(%,R) — H (%)
on cohomology.

Proof. We prove that r is injective in cohomology. Let w € QP(M) be
closed and assume that w'P := rw = (w|y,)ier € CUX, Q) C CP(U) is
exact. Then there are elements 7~ 1P=F ¢ CFY (% wP~™F), k = 1,...,p,
such that rw = DT:

w07p — dToypil,
0=ork=br=k p(—n)kgrhr=k=l =1 p—1, (8.53)
0=orP 10,
We must prove that w is exact. To see this we observe that there are elements
oh 2Pk e CF2( ,QP7F), p > k > 2, satisfying
50,1)—2,0 _ 7_p—1,07

8.54
50_]4;727;;7]4; _ kal,pfk + (_1)kd0.k71,p7k71’ p— 1>k>2 ( )

The existence of o?~20 follows immediately from the last equation in (8.53)
and Lemma 8.64. If 2 < k <p—1 and ok=1.p=k—1 hag been found such that

50_k—1,p—k—1 — Tk,p—k—l 4+ (_1)k+1d0_k,p—k—2,
we have dégh—1P—k=1 — grkp=k=1 31d hence

5 (kal,pfk i (_1)kd0,k71,p7k71) L (_1)kd7_k,p7k71 —0.

Here the last equation follows from (8.53). Thus, by Lemma 8.64, there is
an element o*~2P~F satisfying (8.54).

It follows from (8.53) with k = 1 that §7°P~1 = dr'P=2 and from (8.54)
with k& = 2 that 7172 + do'P=3 = §6%P~2. Hence

0 (7_07p—1 — dao’p_Q) = o70P~L — grtP=2 —

d (7_07p—1 — dao’p_Z) = droPr~1 = 0P, (8.55)

The first equation in (8.55) shows that there is a global (p — 1)-form 7
on M whose restriction to U; agrees with the relevant component of the
Cech-deRham cochain 79P~1 — dg%P=2 € C%(%,QP~1). The second equa-
tion in (8.55) shows that d7 = w. Hence w is exact, as claimed.
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We prove that 7 is surjective in cohomology. Let w*P~* ¢ C*(% , Qr=F)
be given for kK =0, ...,p and suppose that Dw = 0:

0 = dw’?,
0 = dwhP=k 4 (—1)FFiguktlr=k=1 k=0,...,p—1, (8.56)
0 = dwP?.

We construct elements 7F~1P=%F ¢ CF=1(%/ QP=F) k =1,...,p, satisfying

pflvo — p70
oT = wh",

srh—Lp—k _ Rk o (_1)k+1d7_k,p—k—17 k=1....p—1. (8.57)

The existence of 77~ 10 follows immediately from the last equation in (8.56)
and Lemma 8.64. If 1 < k < p — 1 and 7%P~F=1 has been found such that

kp—k—1 k+1,p—k—1 k+2 ;3 _k+1,p—k—1
orP = htlp + (=1)FT2gritie ,

we have doThP—F—1 = quk+1.P—k=1 4nd hence

6 (whr Tk (~1)FHarkriot) < gukeh g (Cp)rlgubtiemitt — g,

Here the last equation follows from (8.56). By exactness, this shows that
there is an element 717~ satisfying (8.57). Tt follows from (8.57) that
(w— D7)0P = 0P — gr0P1
(w— DT)k’pfk = Whr=k _ grh—lp=k _ (—1)"gcl7'l<“"p7l<“‘f1 =0, (8.58)
(w— DT)p’O = wP0 _ 57P710 =
for k = 1,...,p — 1. Moreover, it follows from (8.56) with & = 0 that
6w = dwlP~1 and from (8.57) with k = 1 that §7°P~1 = dr'?~2. Hence
§(w—D7) = § (P —drhrt)
— A (w0
= d(—dr'?7?)
= 0.
This shows there is a global p-form w on M whose restriction to U; agrees
with the relevant component of w%? — dr%P~1 € C%(%,QP). This form is
closed and satisfies rw = w — D7, by (8.58). Hence the cohomology class
of w in HP(% ) belongs to the image of v* : HP(M) — HP(%).

Thus we have proved that r* : H*(M) — H*(% ) is an isomorphism.
The proof that * : H*(%,R) — H*(%) is an isomorphism as well follows
by exactly the same argument with the rows and columns in our diagram
interchanged. O
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Proof of Theorem 8.60. Recall that the linear map
h:C*w,QF) — C* Y, 0P)
in (8.51) has the form (hw);y...i,_,
O CH(w,0P) = CF Y, Pt

=D il PiWiig-iy_,» and define the map

by

(¢w)i0"'ik71 = (—1)k Z dp; \ Wigg-ig_q = Z dp; \ Wig-ig_1i

icl iel

for w € C¥(%,QP~*). The product with dp; guarantees that each summand
on the right extends smoothly to Uj...;,_, by setting it equal to zero on the
complement of the intersection with U;. These two operators satisfy

id=8oh+hod, —®=((-1)F"'d)oh+ho((~1)*d)
on C¥(% ,QP~*). Here the first equation is (8.52) and the second equation
follows directly from the definitions. Combining these two equations we find

id—®=Doh+hoD.

Thus ® induces the identity on H*(%).
Starting with p = 0 and iterating the operator k times we obtain a
homomorphism

PF=dodo---0d: CHw, Q%) = CO(%,0"),
—— ——
k times

inducing the identity on H¥(%). This operator assigns to every element
f= (fio"'ik)(io---ik)eIk(%) c C*(%,00) the tuple ®* f € CO(%,QF) given by

@ f)i= > firadpi A Adpi, € QU
Hence, by Remark 8.59, the following diagram commutes on the kernel of §:

c— we

CH(% ,R) > ker § ———— QF(M)

C’“(;i 0oy 25, C’“(%J/t )

Since ®* induces the identity on Cech-DeRham cohomology, we deduce that
the composition of the homomorphism H*(% ,R) — H*(M) : [d] — [w.]
in (8.42) with r* : H*(M) — H*(%) is equal to «* : H*(%,R) — H*(%).
Hence it follows from Theorem 8.65 that the homomorphism (8.42) is an
isomorphism. This proves the theorem. O
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8.5.4 Product Structures

The Cech complex of an open cover % = {U;}ies is equipped with a cup
product. The definition of this product structure is quite straight forward,
however, it requires the choice of an order relation < on the index set I.
Given such an ordering, each cochain

W= (Wio---ik)(io,---,ik)GIk(”//) € Ck(%’ Qp)

is uniquely determined by the elements wj,..;, for those tuples that satisfy
19 < 41 < -+ < 1ip. All the other elements are then determined by the
equivariance condition under the action of the permutation group Ski1.

Definition 8.66. The cup product on C*(%,Q*) is the bilinear map
CF (U , %) x CY (U, Q%) — CF Y, P9 - (w,7) »wUT
defined by
(UJ @] T)Z'O"'l'k+z = (—1)prl-0...ik VAN Tijgeinge (859)
for every w € CF(% ,QP), every T € CY (% ,Q%), and every (k + £ + 1)-tuple
(io, Tye-- ,ik+g) S IkJrg(%) that satisﬁes

19 <91 < o0 < gy

Here the right hand side in (8.59) is understood as the restriction of the
differential form to the open subset U, NU;; N---NU;

k+e°

Remark 8.67. The product structure on C*(%,*) is sensitive to the
choice of the ordering of the index set I and is not commutative in any way,
shape, or form. In fact, the cup product 7 U w associated to the reverse
ordering agrees up to the usual sign (—1)deg(”) deg(7) with the cup product
w U T associated to the original ordering.

Remark 8.68. The sign in equation (8.59) is naturally associated to the
interchanged indices p and /.

Remark 8.69. The cup product on C*(%,Q*) restricts to the product
((Z U b)iO"'ik+z = aio...ikbik...ikJrZ, g <11 <--- < ’L']H_g, (860)
on C*(%,R) C C*(%,QV).

Remark 8.70. The cup product on C*(%,Q*) restricts to the exterior
product for differential forms on C%(%, Q).
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Lemma 8.71. The cup product (8.59) on C*(% ,Q*) is associative and
D(wUT) = (Dw) U+ (—1)%@y U (Dr) (8.61)
for w e CK(% ,QP) and T € CY (% ,Q9), where deg(w) =k + p.

Proof. The proof of associativity is left as an exercise. To prove (8.61) we
compute

k+0+1

(5(wuT)) = > (D WU i

10 lg4e+41
v=0

¢
= Z(_l)y(_l) pwio---z‘;---ikﬂ A Tigiriprest

v=0
k+0+1
+ 3 (DY) Pwigei, AT
v=k+1
k+1
l
- Z(—l)”(—l) pwz‘o~~f---z‘k+1 A Tigg1-igre
v=0
k+4+1

+ ) (D)) Pwigei ATy
v=~k

krtve Tk el

Uty U041

/;
= (_1) p((sw)iO"'ik+1 A Tigt1-thtet1

+ (= 1) P iy A (67)

U U041

= ((bw)u T)Z.O___Mm + (-D)"P(wu (57))““.@.““1.
Thus we have proved that
S(wUT) = (bw) Ut + (=1)d8@y U (57). (8.62)
Moreover,
(d(wU 7'))i0___l.k+l+1 = (—1)Pd (wjg...i A Tigewinrz)

= (—1)gpdwi0...ik AN Tigy--ips
+ (—1)(”1)7’%0...% A\ dTik"'ik+z
Thus we have proved that
(—1)F+d(wuT) = ((—1)%)) UT 4 (—1)de8wy U ((—1)%) . (8.63)

Equation (8.61) follows by taking the sum of equations (8.62) and (8.63).
This proves the lemma. O
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The cochain homomorphisms 7 and ¢ intertwine the product structures
on the cochain level. Hence the induced homomorphisms on cohomology

v HY(M) = H*(%), o HY%,R) — H*(%)

also intertwine the product structures. If % is a good cover these are iso-
morphisms and hence, in this case, both cohomology groups H*(%) and
H*(7Z ,R) inherit the commutativity properties of the cup product on de-
Rham cohomology, although this is not at all obvious from the definitions.

8.5.5 DeRham’s Theorem

There is a natural homomorphism

Hip (M) — HZ, (M, R) (8.64)

sing

from the deRham cohomology of M to the singular cohomology with real co-
efficients, defined in terms of integration over smooth singular cycles. DeR-
ham’s Theorem asserts that this homomorphism is bijective. To prove
this it suffices, in view of Theorem 8.60, to prove that the singular coho-
mology of M with real coefficients is isomorphic to the Cech cohomology
H*(% ,R) associated to a good cover. The proof involves similar methods
as that of Theorem 8.60 but will not be included in this manuscript. An
excellent reference is the book of Bott and Tu [2].

Remark 8.72. Let M be a compact oriented smooth m-manifold without
boundary. It is a deep theorem in algebraic topology that a suitable integer
multiple of any integral singular homology class on M can be represented
by a compact oriented submanifold without boundary, in the sense that any
triangulation of the submanifold gives rise to a singular cycle representing
the homology class. The details of this are outside the scope of the present
manuscript. However, we mention without proof the following consequence
of this result and DeRham’s theorem:

There is a finite collection of compact oriented (m — k;)-dimensional sub-
manifolds without boundary

Qi C M, 1=0,...,n,
such that the cohomology classes of the closed forms
T = TQ,; € Qk'(M),

dual to the submanifolds as in Section 8.4.3, form a basis of H*(M).
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Remark 8.73. It follows from the assertion in Remark 8.72 that every
closed form w € QF(M) that satisfies

for every compact oriented smooth k-manifold P without boundary and ev-
ery smooth map f : P — M is exact. (This implies that the homomor-
phism (8.64) is injective.)

For k = 1 this follows from Exercise 8.50. To see this in general, let Q;
and 7; be chosen as in Remark 8.72 and denote by Iy C {0,...,n} the set
of all indices ¢ such that

dim Q; =m —k; = k, deg(m;) = k; = m — k.

If w € QF(M) satisfies our assumptions then

/w/\nz/ w=0
M i

for every i € Iy. Since the cohomology classes [r;] form a basis of H™ % (M)

/w/\T:O
M

for every closed (m — k)-form 7. Hence w is exact, by Theorem 8.38.

we have

Exercise 8.74. Define a homomorphism
HY(M) — Hom(m (M,po),R) : [w] — pu (8.65)

which assigns to every closed 1-form w € Q'(M) the homomorphism
po i (Mopo) =R, pull]) = /[ A
0,1

for every smooth based loop ~ : [0,1] — M with v(0) = v(1) = po. By The-
orem 8.1, p, depends only on the cohomology class of w. By Exercise 8.50
the homomorphism [w] — p,, is injective. Prove that it is surjective. Hint:
Choose a good cover % = {U,}ier of M and, for each i € I, choose a point
pi € U; and a path ; : [0,1] — M such that +;(0) = pp and 7;(1) = p;. For
(¢,7) € Ty (% ) define the number ¢;; € R by

~(t) = vi(4t), for 0 <t <1/4,
. ~(t) € Us, for 1/4 <t <1/2,
¢ = P0); ~(t) € U;, for 1/2 < t < 3/4,
() = (41 —t)), for3/4<t<1.
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Prove that any two such paths v are homotopic with fixed endpoints. Prove
that the numbers ¢;; determine a 1-cocycle in the Cech complex C1(Z,R).
Prove that the 1-form

We 1= Z cijpidpj
(4,5)ETL (%)

is closed and satisfies p,,. = p. Note that the only conditions on %, needed
in this proof are that the sets U; are connected and simply connected, and
that each nonempty intersection U; N Uj is connected.

Exercise 8.75. Consider the circle M = S! with its standard counterclock-
wise orientation and let S' = U; UUy U Us be a good cover. Thus the
sets Uy, Us, Us are open intervals as are the intersections Uy N Us, Us N Us,
UsNU;. Assume that in the counterclockwise ordering the endpoint of Uy is
contained in Us and the endpoint of Us in Us. Prove that the composition of
the isomorphism H'(%,R) — H'(S') with the isomorphism H!(S!) — R,
given by integration, is the map

HY % ,R) — R : [ca3, c13, C12] > 23 — €13 + C1a.

Deduce that the homomorphism p,, : m1(S') — R associated to a cycle
c € CY%,R) as in Exercise 8.74 maps the positive generator to the real
number co3 — €13 + C12.

Exercise 8.76. Choose a good cover % of the 2-sphere by four open hemi-
spheres and compute its Cech complex. Find an explicit expression for the
isomorphism H?(% ,R) — R associated to the standard orientation.
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Chapter 9

Vector Bundles and the
Euler Class

In this chapter we introduce smooth vector bundles over smooth manifolds
in the intrinsic setting. Basic definitions and examples are discussed in
Section 9.1. In Section 9.2 we define Integration over the Fiber, introduce
the Thom Class, prove the Thom Isomorphism Theorem, and relate the
Thom class to intersection theory. In Section 9.3 we introduce the Fuler
Class of an oriented vector bundle and show that, if the rank of the bundle
agrees with the dimension of the base and the base is oriented, its integral
over the base, the Euler Number, is equal to the algebraic number of zeros of
a section with only nondegenerate zeros. As an application we compute the
product structure on the deRham cohomology of complex projective space.

9.1 Vector Bundles

In [16] we have introduced the notion of a vector bundle
m:E— M

over an (embedded) manifold M as a subbundle of the product M x R for
some integer ¢ > 0. In this section we show how to carry the definitions
of vector bundles, sections, and vector bundle homomorphisms over to the
intrinsic setting. This is also the appropriate framework for introducing
structure groups of vector bundles. And we discuss the notion of orientabil-
ity, which specializes to orientability of a manifold in the case of the tangent
bundle.

103
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9.1.1 Definitions and Remarks

Let M be a smooth m-manifold and n be a nonnegative integer. A real
vector bundle over M of rank n consists of a smooth manifold E of
dimension m + n, a smooth map

m:FE— M,

called the projection, a real vector space V of dimension n, an open cover
{Ua}aca of M, a collection of diffeomorphisms

Vo : 7 H(Uy) = Uy XV, acA,
called local trivializations, that satisfy
Pr1 0 Yo = 7|11,

so that the diagram

Uy XV (9.1)

commutes for every a € A, and a collection of smooth maps
98a : Ua NUz — GL(V), a, B €A,
called transition maps, that satisfy

T;Z)ﬁ o Q,Z)a_l(p,v) = (p’ gﬁa(p)v) (92)

forall o, € A,pcU,NUg, and v € V.
For p € M the set

E, = 7 (p)

is called the fiber of E over p. If
G C GL(V)

is a Lie subgroup and the transition maps gg, all take values in G we call &/
a vector bundle with structure group G. We say that the structure
group of a vector bundle ¥ can be reduced to G if £ can be covered by
local trivializations whose transition maps all take values in G.
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It is sometimes convenient to write an element of a vector bundle E as
a pair (p,e) consisting of a point p € M and an element e € E, of the fiber
of E over p. This notation suggests that we may think of a vector bundle
over M as a functor which assigns to each element p € M a vector space Ej,.
The definition in Section 9.1.1 then requires that the disjoint union of the
vector spaces F, is equipped with the structure of a smooth manifold whose
coordinate charts are compatible with the projection m and with the vector
space structures on the fibers.

Remark 9.1. If 7 : E — M is a vector bundle then the projection w is a
surjective submersion because the diagram (9.1) commutes.

Remark 9.2. If 7 : E — M is a vector bundle then, for every p € M, the
fiber E, = 771 (p) inherits a vector space structure from V' via the bijection

¢a(p) ‘= Pproo T;Z)a|Ep : Ep -V (9'3)
for &« € A with p € U,. In other words, for A € R and e, e’ € E, we define
the sum e + ¢’ € E, and the product Ae € E, by

e+e = wa(p)_l(d}a(p)e + Ya(p)e), Ae = ¢a(p)_1()\7/1a(p))-

The vector space structure on FE), is independent of o because the map

bp(p) o Ya(p) ' = gpalp) : V =V
is linear for all o, 8 € A with p € U, N Us.
Remark 9.3. The transition maps of a vector bundle E satisfy the condi-
tions
9v8Y9Ba = Gyas Jaa = ]1, (9.4)
for all «, B, € A. Here the first equation is understood on the intersection
Uo NUg NU, where all three transition maps are defined.

Conversely, every open cover {U,}aca and every system of transition
maps ggq : Ua N Ug — GL(V) satisfying (9.4) determines a vector bundle

E = LJA{Q}XUQXV/N

where the equivalence relation is given by

[, p,v] ~ [B,D, 980 (P)V]

for o, € A, p € Uy NUg, and v € V. The projection 7 : E — M is given
by [, p,v] — p and the local trivializations are given by [, p,v] — (p,v).
These local trivializations satisfy (9.2). This vector bundle is isomorphic
to E (see Section 9.1.4 below).
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9.1.2 Examples and Exercises

Example 9.4 (Trivial Bundle). The simplest example of a vector bundle
over M is the trivial bundle

E =M xR".

It has an obvious global trivialization. Every real rank-n vector bundle
over M is locally isomorphic to the trivial bundle but there is not necessar-
ily a global isomorphism. (See below for the definition of a vector bundle
isomorphism.)

Example 9.5 (Md&bius Strip). The simplest example of a nontrivial vector
bundle is the real rank-1 vector bundle

E:={(z,¢) € S' xC|z*¢ € R}

over the circle
St:={z€C||z| =1},

called the Mdobius strip. Exercise: Prove that the Mobius strip does not
admit a global trivialization; it does not admit a global nonzero section.
(See below for the definition of a section.)

Example 9.6 (Tangent Bundle). Let M be a smooth m-manifold with
an atlas {Uy, o }aca. The tangent bundle

TM :={(p,v)|p € M,veT,M}

is a vector bundle over M with the obvious projection 7 : TM — M and
the local trivializations

Yo 17 (Ua) = Ua X R, 4a(p,v) = (p, dda(p)v).
The transition maps ggq : Uo N Ug — GL(m,R) are given by
980 (p) = (5 0 65")(¢a(p))
for p e U, N Up.
Exercise 9.7 (Dual bundle). Let 7 : E — M be a real vector bundle with
local trivializations 14 (p) : E, — V. Show that the dual bundle
E* :={(p,e") |p € M, e € Hom(E,,R)}

is a vector bundle with V replaced by V* in the local trivializations and
that the transition maps are related by gBEa = (gfﬁ)* : Uy NUg — GL(V™).
Deduce that the cotangent bundle 7% M is a vector bundle over M.
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Example 9.8 (Exterior power). The kth exterior power
AFT*M = {(p,w) lpe M, w e AkT;M}

of the cotangent bundle is a real vector bundle with the the local trivializa-
tions given by pushforward under the derivatives of the coordinate charts:

(da(p)™1)" s AMT;M — AR(R™)".
The transition maps of A*T*M are then given by

g3 T M (p) = (d(da © 65")(d5(p))* € GL(A*(R™)*)
for p € U, NUB.

Example 9.9 (Pullback). Let 7 : E — M be a real vector bundle with
local trivializations ¥ (p) : E, =V and let f: N — M be a smooth map.
Then the pullback bundle

f*E:={(g,e)|ge N, e € E, ™) =f(@)} CN x E

is a submanifold of N x F and a vector bundle over N with the obvious
projection /" . f*E — N onto the first factor, the local trivializations
L) = vE(f(q) (f*E)q = Ep(q — V for g € f~1(U,) and the transi-

tion maps
ghF = gf o f: £~ Ua) N f 7 (Us) — GL(V).

Example 9.10 (Whitney Sum). Let 7% : E — M, #¥' : F — M be
vector bundles with local trivializations ¥Z(p) : E, — V, ¥X(p) : F, = V
for p € U, (over the same open cover). The Whitney sum

EeF:=|J{pxEek),
peEM

is a vector bundle over M with the obvious projection 7 : E @& F — M, the
local trivializations

0 0) = Ui () ® () By Fy m VOW,  pela,
and the transition maps
I5 " = G @ Gho : Ua NUg — GL(V & W).

Replacing everywhere & by ® we obtain the tensor product of £ and F.
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Exercise 9.11 (Normal Bundle). Let M be a smooth m-manifold and
QQ C M be a k-dimensional submanifold. Choose a Riemannian metric
on M. Prove that the normal bundle

TQ' = {(p,v)|p € Q, v e T,M, v L T,Q}

is a smooth vector bundle over @ of rank m—k. Hint: If Q) is totally geodesic
one can use the Levi-Civita connection on M to construct local trivialization
of the normal bundle. Alternatively, one can use geodesics to find coordinate
charts ¢ : Uy — RFxR™F such that ¢o(UaNQ) = ¢o(Us)N(RF x{0}) and
v 1 T,Q if and only if dg,(q)v € {0} x R™* for all ¢ € Q and v € T, M.
Yet another method is to identitfy the normal bundle with the quotient
bundle TM|g/T'@Q and use an arbitrary submanifold chart to find a local
trivialization modelled on the quotient space V = R™/R¥.

9.1.3 Sections

Let m: E — M be a real vector bundle over a smooth manifold. A section
of F is a smooth map s : M — FE such that

mos=id: M — M.
The set of sections of F is a real vector space, denoted by
Q%M, E) :={s: M — E|s is smooth and 7w o s = id} .

If we write a point in E as a pair (p,e) with p € M and e € E,, then we
can think of a section of F as a natural transformation which assigns to
each element p of M and element s(p) of the vector space E, such that the
map M — E : p— (p,s(p)) is smooth. Slightly abusing notation we will
switch between these two points of view whenever convenient and use the
same letter s for the map M — E : p — (p,s(p)) and for the assignment
p > s(p) € Ep.

Remark 9.12. In the local trivializations ¢, : 771 (U,) — U, x V a section
s: M — FE is given by smooth maps s, : U, — V such that

Ya(s(p)) = (p, sa(p))- (9-5)
These maps satisfy the condition
58 = YBaSa (9.6)

on U, NUg. Conversely, every collection of smooth maps s, : Uy — V
satisfying (9.6) determine a unique global section s : M — E via (9.5).



9.1. VECTOR BUNDLES 109

Example 9.13 (Zero Section). The zero section
L: M — E, u(p) =0, € Ep,

assigns to each p € M the zero element of the fiber £, = 7~1(E) with respect
to the vector space structure of Remark 9.2. Its image is a submanifold

Z:=u(M)={0,|pe M} CE,
which will also be called the zero section of E.

Exercise 9.14. For every vector bundle 7 : E — M, every p € M, and
every e € F,, there is a smooth section s : M — E such that s(p) = e.

Example 9.15. The space of sections of the tangent bundle is the space of
vector fields, the space of sections of the cotangent bundle is the space of
1-forms, and the space of sections of the kth exterior power of the cotangent
bundle is the space of k-forms on M:

QO(M, TM) = Vect(M),  QU(M,A*T*M) = Q*(M).

If @ C M is a submanifold of a Riemannian manifold then the space of
sections of the normal bundle of Q is the space Q0(Q, TQ") = Vect(Q) of
normal vector fields along Q.

9.1.4 Vector Bundle Homomorphisms
Let 7 : E — M and n¥" : F — M be real vector bundles A vector bundle
homomorphism is a smooth map ® : E — F' such that

lod®d=rxF

and, for every p € M, the restriction
¢y = Plg, : By = [

is a linear map. A vector bundle isomorphism is a bijective vector bundle
homomorphism. The vector bundles £ and F' are called isomorphic if there
exists a vector bundle isomorpism ¢ : £ — F.

Exercise 9.16. (i) Every vector bundle isomorphism is a diffeomorphism.
(ii) Every injective vector bundle homomorphism is an embedding.

(iii) Every real vector bundle over a compact manifold M admits an injective
vector bundle homomorphism ® : E — M x RY for some integer N. Hint:
Use a finite collection of local trivializations and a partition of unity.
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Exercise 9.17. The Mobius strip 7 : E — S' in Example 9.5 is not iso-
morphic to the trivial bundle F' := S x R. The tangent bundle 7'M of any
manifold M is isomorphic to the cotangent bundle T M.

Exercise 9.18. The set

Hom(E, F) := U {p} x Hom(E,, F},)
peEM

is a vector bundle over M and the space of smooth sections of Hom(F, F') is
the space of vector bundle homomorphisms from E to F'. The vector bundle
E* ® F is isomorphic to Hom(E, F').

9.1.5 Orientation

A vector bundle 7 : F — M is called orientable if its local trivializations
can be chosen such that the transition maps take values in the group GL™ (V)
of orientation preserving automorphisms of V, i.e. for all o, 5 € A we have

98a(p) = U(p) o Ya(p) ™' € GLT(V),  pe Uy NUs. (9.7)

It is called oriented if V is oriented and (9.7) holds.

A vector bundle 7 : E — M is orientable if and only if its structure group
can be reduced to GL™ (V). Care must be taken to distinguish between the
orientability of F as a vector bundle and the orientability of F as a manifold.
By definition, a manifold M is orientable if and only if its tangent bundle is
orientable as a vector bundle. Thus F is orientable as a manifold if and only
if its tangent bundle TE is orientable as a vector bundle. For example the
trivial bundle £ = M x R" is always orientable as a vector bundle but the
manifold M x R" is only orientable if M is. Conversely, the tangent bundle
of any manifold, orientable or not, is always an orientable manifold in the
sense that its tangent bundle TT'M is an orientable vector bundle.

Exercise 9.19. Let M be an orientable manifold and 7 : E — M be a real
vector bundle. Then FE is orientable as a vector bundle if and only if the
manifold F is orientable.

Exercise 9.20. The Mo6bius strip in Example 9.5 is not orientable.

Exercise 9.21. A vector bundle 7 : E — M of rank n is oriented if and
only the fibers E), are equipped with orientations that fit together smoothly
in the following sense: for every py € M there is an open neighborhood
U C M of py and there are sections s1,...,s, : U — E over U such that the
vectors s1(p), ..., sp(p) form a positive basis of £, for every p € U.

Exercise 9.22. The tangent bundle of the tangent bundle is orientable.
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9.2 The Thom Class

We assume throughout this section that M is a compact oriented smooth m-
manifold without boundary and 7 : £ — M is an oriented real vector bundle
of rank n. As M is oriented, no ambiguity can arise as to the meaning of the
term “oriented” for the vector bundle F; it is oriented both as a manifold
and as a vector bundle.

9.2.1 Integration over the Fiber

Definition 9.23. For k=0,1,...,m we define a linear map
T QUTR(E) = QF(M).
Let 7 € QUK(E) be given and choose p € M and vy, ... v € T,M. Asso-
ciated to these data is a differential form
PPt € O (B),
defined as follows. Given e € E, = 77 1(p) and tangent vectors
el,....en € T.E, = ker dn(e) = E,,
choose lifts v; € T, E, such that
dm(e)v; = v, 1=1,...,k,

and define

(TP L) (e, ...y en) = Te(V1y oo, Uy €1, .o E0). (9.8)

The expression on the right is independent of the choice of the lifts v;;
namely, if the e; are linearly independent any two choices of lifts v; dif-
fer by a linear combination of the ej, and if the e; are linearly dependent
the right hand side of (9.8) wanishes for any choice of the v;. Now the
pushforward m,m € QF(M) is defined by

mmmwww:LwMWk (9.9)

P
for p € M and vi,...,vp € T,M. The integral is well defined because
TPV has compact support and E,, is an oriented n-dimensional manifold.

Exercise 9.24. Prove that the map
(muT)p : TpyM x -+ - x T,M — R

k times

in (9.9) is an alternating k-form for every p and that these alternating k-
forms fit together smoothly. Prove that the map 7 — m,7 is linear.
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Example 9.25. If 7 € Q%(E) then 7,7 € Q°(M) is the smooth real valued
function on M defined by

(mr)e) = [ E

forpe M.

Example 9.26. The map 7, : H**1(M x R) — HF(M) in the proof of
Lemma 8.31 is an example of integration over the fiber.

Lemma 9.27. Let m : E — M be an oriented real rank-n vector bundle
over a compact oriented smooth m-manifold M without boundary and let
s 2 QUP*(E) — Q*(M) be the operator of Definition 9.23. Then

Toe(T WA T) = w AT (9.10)
for every w € QY (M) and every T € QU (E). Moreover,
meodf =dM o, (9.11)

and

/ w/\ﬂ'*T:/ﬂ'*w/\T (9.12)
M E

for every w € Q™ F(M) and every T € Q?+k(E)

Proof. The proof of equation (9.10) relies on the observation that the vectors
e; € T.E, = E,, used in the definition of the compactly supported n-form
(m*w A T)PVLVktt on B, in Definition 9.23, can only lead to nonzero terms
when they appear in 7. The details are left as an exercise for the reader.

To prove (9.11) we will work in a local trivialization of E followed by
local coordinates on M. Thus we consider the vector bundle

U x R"

over an open set U C R™. We use coordinates z',...,2™ on U and t!,..., t"

on R™. Thus our (n + k)-form 7 € Q""*(U x R") can be written in the form
T= Y 7x(ztyde’ AdtF (9.13)
||+ K |=n+k

The compact support condition now translates into the assumption that the
support of 7 is contained in the product of U with a compact subset of R".
(Such forms are said to have vertical compact support; see [2].)
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Integration over the fiber yields a k-form 7,7 € Q¥(U) given by
T = Z </ 711, (T, 1) dt - dt") dz?, (9.14)
7=k \R?

where K, denotes the maximal multi-index K,, = (1,...,n). Next we apply
the same operation to the form

dr= Y Z 85;{( (z,t) da’ A dz? A dt™
|J|+|K [=n+k i=1

|J|+|K|=n+k j=1

The key observation is that, for every fixed element x € U, the second
summand belongs to the image of the operator d : Q" 1(R") — Q7(R")
and hence its integral over R"™ vanishes by Stokes’ Theorem 7.26. Thus
integration over the fiber yields the (k + 1)-form

- 67-“(” n ;
Tdr = Z Z (/ Sy (:c,t)dtl...dt ) det A da?
m P 1 ) i ;
p3p> (axi /RJJ,Kn(w,t)dt e dt > dz' A dz

Here the second equation follows by interchanging differentiation and inte-
gration and the last equation follows from (9.14). This proves (9.11).

We prove (9.12). Using a partition of unity on M we may again reduce
the identity to a computation in local coordinates. Thus we assume that
T € QE(U x R") is given by (9.13) and has vertical compact support as
before, and that w € Q™ *(U) has the form

w= Z wr(x) da’

|T|=m—k

Then both forms 7m*w A 7 € QPT(U x R") and w A 7 € Q7 (U) have
compact support. To compare their integral it is convenient to define a
number e(1,J) € {£1} by

de! Ndx? =:e(I, J)dz' A -+ A dz™

for multi-indices I and J with |I| =m — k and |J| = k.
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With this setup we obtain

/w/\m

Z Z/WI </ TJ,Kn(x,t)dtl---dt"> da’ A dz’

\T|=m—k |J|=k
= > > el // 27K, (x, t)dtt - dtdzt - - da™
\[|=m—Fk |J|=k
Z Z e(l, J)/ wi(z)Ts K, (2, t)dxt - - dx™dt - - - dt"
\[|=m—k |J|=k UxR™
/ )7 1, (z, t)da! A da? A dti
|1\ m—k |J|=k 7 UXR?

= / T w AT
UxR™

Here the third equality follows from Fubini’s thoerem. This proves (9.12)
and the lemma. O

9.2.2 Thom Forms

Let w : E — M be an oriented real rank-n vector bundle over a compact
oriented smooth m-manifold M without boundary. A closed compactly sup-
ported n-form 7 € Q7(E) is called a Thom form on F if

T = 1.
The next two lemmas characterize Thom forms and establish their existence.

Lemma 9.28. Let w : E — M be an oriented real rank-n vector bundle
over a compact oriented smooth m-manifold M without boundary. Denote
by v : M — E the zero section, let A € R, and let T € Q(E) be closed. Then
the following are equivalent.

(a) mT = A.
(b) Every m-form w € Q™ (M) satisfies

/W*w/\T:)\/ w.
E M

(c) Every closed m-form o € Q™(E) satisfies

/U/\T:)\/ o
E M
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Proof. We prove that (a) is equivalent to (b). By Lemma 9.27 we have

/W/\T('*T:/?T*W/\T
M E

for every w € Q™(M). Condition (a) holds if the term on the left is equal to
A [y w for every w and (b) holds if the term on the right is equal to X [}, w
for every w. Thus (a) is equivalent to (b).

We prove that (b) is equivalent to (c). Since o ¢ = id we have

Urtw=(rol)fw=w

for every w € Q"™ (M). Hence (b) follows directly from (c¢) with o = *w.
Conversely, assume (b) and let o € Q™(E) be a closed m-form. Since the
map tow : F — F is the projection onto the zero section, it is homotopic
to the identity via the homotopy f; : E — E, given by fi(e) = te, with

Jo=rtom, f1=1id.
Hence it follows from Theorem 8.1 that the m-form
o—n"o e Q"(E)

is exact for every closed form o € Q™(FE). This implies

/O‘/\T:/T('*L*O'/\T:)\/ o
E E M

Here the last equation follows from (b). This proves the lemma. O

Remark 9.29. A subset U C F of a vector bundle is called star shaped
if it intersects each fiber of F in a star shaped set centered at zero:

eeclU, 0<t<1 — te e U.

The proof of Lemma 9.28 shows that, if U C FE is a star shaped open
neighborhood of the zero section and 7 € Q7 (FE) satisfies

supp(1) C U, dr =0, T = 1,

then (c) continues to hold for every closed m-form o € Q™(U). Namely, in
this case the m-form f; o, with fi(e) = te, is defined on all of U for 0 < ¢ <1
and hence

o—7n"o = flo— fjo
is an exact m-form on U, by Theorem 8.1. Hence the integral of its exterior
product with 7 vanishes, by Stokes’ theorem.
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Lemma 9.30. Let w: E — M be an oriented real rank-n vector bundle over
a compact oriented smooth m-manifold M without boundary.

(i) For every B € QP Y(E) we have

mdf = 0.

(ii) For every open neighborhood U C E of the zero section there is a com-
pactly supported m-form T € QX (E) such that

supp(7) C U, dr =0, T = 1.
(iit) If 70,71 € QI (E) satisfy
drg = dm =0, MeTo = TT1 = 1,
then there is a compactly supported (n — 1)-form B € QP~Y(E) such that
T — 19 = df.

Proof. We prove (i). Since OF = () it follows from Stokes’ Theorem that

/W*w/\dﬂ:/ d(m*w A B) =0
E E
for every w € Q"™ (M ). Hence

mdf =0,

by Lemma 9.28. This proves (i).
We prove (ii). Let ¢ : M — E be the inclusion of the zero section as in
Example 9.13 and define the linear operator T': H™(FE) — R by

7o) = [ o

for every closed m-form o € Q™(E). Since E is an oriented manifold and
has a good cover it satisfies Poincaré duality, by Theorem 8.38. Hence there
is a compactly supported closed n-form 7 € Q7 (FE) such that

o€ Q™E), do=0 == / o AT =T([o]) :/ Lo
E M
By Lemma 9.28 with A = 1, this implies

T = 1.
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Since 7 has compact support there is a constant A > 1 such that
e € supp(T) = MleeU.
Consider the homotopy f; : F — E defined by
fi(e) :=te, 1<t< A
It is proper and satisfies

supp(fi7) = f5 '(supp(r)) C U.

Hence, by Remark 8.26, there is a 3 € Q2 1(E) such that
T —71=4dp.

The n-form f{7 € QF(FE) is closed and supported in U. Moreover, by (i), it
satisfies

T (fyT) = 1.

This proves (ii).
We prove (iii). By assumption m. (71 — 79) = 0 and 7 — 79 is closed.
Hence it follows from Lemma 9.28 with A = 0 that

/EU/\(Tl—TQ):O

for every closed m-form o € Q™(E). Hence (iii) follows from Poincaré
duality in Theorem 8.38. This proves the lemma. O

Remark 9.31. Lemma 9.30 remains valid when M is not orientable. How-
ever, the proof cannot use Poincaré duality. The result can then be obtained
by using the Mayer—Vietoris sequence directly and this requires an extension
of the theory to noncompact base manifolds M.

Remark 9.32. Lemma 9.30 remains valid for noncompact base manifolds
with appropriate modifications. The required modification involves differ-
ential forms on E with socalled vertical compact support (see Bott—Tu [2]).
If M is oriented the proof remains essentially the same.
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9.2.3 The Thom Isomorphism Theorem

Let w : E — M be an oriented real rank-n vector bundle over a compact
oriented smooth m-manifold M without boundary. By Lemma 9.30 there is
a Thom form on F and its cohomology class is independent of the choice of
the Thom form. It is called the Thom class of E and will be denoted by

T(E) = [r] € H}(E), TeQE), dr =0, T = 1. (9.15)

Theorem 9.33 (Thom Isomorphism Theorem). Let 7 : E — M be
an oriented real rank-n vector bundle over a compact oriented smooth m-
manifold M without boundary. Then the homomorphism

Tt HVTH(E) — HY(M) (9.16)
is an isomorphism for k =0,1,...,m and its inverse is the homomorphism
H*¥(M) — H"WME) :a— m*aUT(E). (9.17)

Moreover HY(E) =0 for k < n.

Proof. Both manifolds M and E are oriented and have finite good covers
and therefore satisfy Poincaré duality. Thus

H!'RH(E) = H™H(E) = H™ (M) = H*(M)

for every integer k. Here the first and last isomorphisms exist by Poincaré
duality (Theorem 8.38) and the second isomorphism exists by Corollary 8.5,
because F is homotopy equivalent to M: the projection m : E — M is a
homotopy equivalence and the inclusion of the zero section ¢ : M — E is a
homotopy inverse. In particular, for £ < 0 the last two terms above are zero
so H(E) vanishes in degrees less than n.

Now let T : H*(M) — H"**(E) be the homomorphisms (9.17). Then

Tw] = [7"w A 7]

for every closed k-form w € QF(M), where 7 € Q7(E) is a Thom form.
Hence, by equation (9.10) in Lemma 9.27, we have

Tl W] = [T (T 'w A T)] = [w A TeT] = [w]

for every closed k-form w € QF(M). Thus 7, o T = id : H*(M) — H*(M).
Since H¥(M) and H?T*(M) have the same dimension it follows that 7, is
an isomorphism with inverse 7T'. This proves the theorem. O
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Exercise 9.34 (Pullback). Let 7 : E — M and 7’ : M’ — E’ be oriented
real rank-n vector bundles over compact oriented smooth manifolds without
boundary. Let ¢ : M/ — M and ® : E/ — E be smooth maps such that
mo®=¢om and the map ®, := g, : E, — E, , is an orientation
preserving vector space isomorphism for every p € M. Prove that

o*7(E) =71(E") € HIE').

9.2.4 Intersection Theory Revisited

It is interesting to review intersection theory in the light of the above results
on the Thom class. We consider the following setting. Let M be an oriented
(not necessarily compact) m-dimensional manifold without boundary and

QCcM

be a compact oriented (m — n)-dimensional submanifold without boundary.
We also fix a Riemannian metric on M. For ¢ > 0 sufficiently small we
consider the e-neighborhood TQ€L of the zero section in the normal bundle
and the tubular e-neighborhood U, C M of (). These sets are defined by

1. QGQ,UGTqM,
TQE T {(Qav) UJ_TqQ, |’U| <e )

(9.18)
U, .= {p eM ‘ d(p,Q) = gréiéld(p, q) < 5} )

They are open and, for € > 0 sufficiently small, the exponential map
exp : TQEl — Ue

is a diffeomorphism. We orient the normal bundle such that orientations
match in the direct sum T,M = T,Q ® T,Q* for ¢ € Q. Let 7. € QXTQ1)
be a Thom form such that

supp(r.) CTQF,  dr.=0, mr=L (9.19)

Such a form exists by Lemma 9.30. Now define 7 € Q"(M) by

. (expil)*TE on U67
TQ = { 0 on M\ U.. (9.20)

This form is closed, by definition. The next lemma shows that 7¢ is dual to
Q@ as in Section 8.4.3.
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Lemma 9.35. Let Q C M and 7q € Q" (M) be as above. Then

/Mw/\TQ:/Qw (9.21)

for every closed (m — n)-form w € Q™ "(M).

Proof. Denote the inclusion of the zero section in TQ+ by
L Q — TQl

For every closed form w € Q™ "(M) we compute

/ wATQ = / wATQ
M e
= / exp*w AT,
T+

= 1Hexpt w
Q
;/QV

= /(eXpOLQ)*w
Q

:/Q“"

Here the third step follows from Lemma 9.28 and Remark 9.29, because
the open set TQEl C TQ"' is a star shaped open neighborhood of the zero
section. The last step follows from the fact that the map

exporg : QQ — M
is just the inclusion of @ into M. This proves the lemma. O

Although the existence of a closed (m — n)-form 7¢g that is dual to @,
i.e. that satisfies equation (9.21), follows already from Poincaré duality,
Lemma 9.35 gives us a geometrically explicit representative of this coho-
mology class that is supported in an arbitrarily small neighborhood of the
submanifold Q. We will now show how this explicit representative can be
used to relate the cup product in cohomology to the intersection numbers
of submanifolds.
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Theorem 9.36. Let Q C M and 19 € Q™ " (M) be as in Lemma 9.35.
Let P be a compact oriented smooth n-manifold without boundary and let
f: P — M be a smooth map that is transverse to Q. (See Figure 9.1.) Then

Q-f= /P firg. (9.22)

Q

Figure 9.1: The intersection number of @) and f.

Proof. By assumption f~1(Q) is a finite set. We denote it by

FHQ) = {p1,....px}

and observe that

Since dim P + dim @ = dim M, the derivative df (p;) : Tp, P — Ty, )M is an
injective linear map and hence its image inherits an orientation from 7, P.
The intersection index ¢(p;; @, f) € {£1} is obtained by comparing orienta~
tions in (9.23) and the intersection number of @) and f is, by definition, the
sum of the intersection indices:

k
Q-f=> upiQ. ).
i=1

It follows from the injectivity of df (p;) that the restriction of f to a suf-
ficiently small neighborhood V; C P of p; is an embedding. Its image is
transverse to ). Choosing ¢ > 0 sufficiently small and shrinking the V;,
if necessary, we may assume that the V; are pairwise disjoint and that the
tubular neighborhood U, C M in (9.18) satisfies

YUY =ViuTRU--- U V.
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Since supp(7g) C U. we obtain supp(f*7g) C f~H(U.) = Ule Vi and hence

/Pf*TQ = é/wf*m = é/w(expl of)*1.. (9.24)

Here the second equation uses the exponential map exp : TQEl — U, and
the Thom form 7. = exp* 7¢ € QP(TQ+) with support in TQL.
Now choose a local trivialization

Vit TQ |lw, — W; x R”
of the normal bundle TQ' over a contractible neighborhood
W; CcQ

of f(p;) such that the open set TQZX|w, is mapped diffeomorphically onto
W; x B.. Here B, C R" denotes the open ball of radius ¢ centered at zero.
Let 7; € Q"(W; x Bc) be the Thom form defined by

VIT = Te.
Then, by (9.24), we have
k k
/ [ = Z/ (exp~tof)*r = Z/ (i oexptof) ;. (9.25)
P i=1 Vi i=17Vi

Consider the composition
fi == pry ot oexp ! oflv, : Vi = Be.

If € > 0 is chosen sufficiently small, this is a diffeomorphism; it is orientation
preserving if ¢(p;; @, f) = 1 and is orientation reversing if ¢(p;; @, f) = —1.
Since W; is contractible there is a homotopy h; : V; — W; such that

ho = f(pi), hi = pry o, oexp_1 oflv, : Vi = Wi.

Thus
hy X f; :¢ioexp_1of‘vi Vi = W; x B..

Moreover, the pullback of the Thom form 7, € Q"(W; x B.) under the
homotopy hy X f; has compact support in [0, 1] x V.
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With this notation in place it follows from Corollary 7.31 and Stokes’
Theorem 7.26 that

/w (4 0 exp of )*ri = /V (b % fi)'m
:/ (ho x fi)*

i

Y /{f(pi)}XBsT
=(p;; Q, f)

Here the third equality follows from Exercise 7.25 and the last from the fact
that the integral of 7; over each slice {q} x Be is equal to one. Combining
this with (9.25) we find

k k
/Pf*TQ:;/Viwioexp—lo =D Q=@

This proves the theorem. O

Proof of Theorem 8.44. By Lemma 9.35, the closed n-form 7o € Q"(M),
constructed in (9.20) via the Thom class on the normal bundle TQ*, is dual
to @ as in Section 8.4.3. Thus Theorem 9.36 gives

Q-f=/Pf*TQ :/MTQ/\Tf: (—1)"(’”_")/QTf-

Here the second equation follows from the definition of the cohomology class
[7¢] € H™™™(M) dual to f in Section 8.4.3 and the last from Lemma 9.35.
This proves the theorem. [l

Let P and Q) be compact oriented submanifolds of M without boundary
and suppose that dim P + dim ) = dim M. Then Theorem 8.44 asserts that

P-Q:/ TP NTQ.
M

By Lemma 9.35 we may choose 7p and 7¢g with support in arbitrarily small
neighborhoods of P and @, respectively, arising from Thom forms on the
normal bundles as in (9.20). If P is transverse to ) then the exterior prod-
uct 7p A 7¢ is supported near the intersection points of P and (), and the
contribution to the integral is precisely the intersection number near each
intersection point. This is the geometric content of Theorem 8.44.
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Example 9.37. Consider the manifold M = R? and the submanifolds
P=Rx{0}, Q={0}xR

Thus P and @) are the z-axis and the y-axis, respectively, in the Euclidean
plane with their standard orientations. We choose Thom forms

P = p(y) dy’ TQ = —p(:ﬂ) dm,

where p : R — R is a smooth compactly supported function with integral
one. Then the exterior product

TP A 1Q = p(x)p(y)dx A dy

is a compactly supported 2-form on R? with integral one. This is also the
intersection index of P and () at the unique intersection point.

9.3 The Euler Class

9.3.1 The Euler Number

It is interesting to specialize Theorem 9.36 to the case where the manifold M
is replaced by the total space of an oriented rank-n vector bundle over a
compact oriented manifold M without boundary, @ is replaced by the zero
section

Z={0p|pe M} CE,

and f: P — M is replaced by a section
s: M — FE.

In this case the normal bundle of the submanifold Z is the vector bundle
itself (with an appropriate choice of the Riemannian metric). The dimension
condition dim P + dim ) = dim M in intersection theory translates into the
condition

rankF = dim M = m.

As before, we impose the condition that the section s : M — E is transverse
to the zero section. It will be useful to take a closer look at this transversality
condition.
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Definition 9.38 (Vertical Differential). Let s : M — E be a section of
a vector bundle. A point p € M is called a zero of s if s(p) =0, € E, is
the zero element of the fiber E, = n~1(p). The vertical differential of s
at a zero p € M is the liner map

Ds(p) : T,M — E,

defined as follows. Let 1o : 71 (Uy) — Uy X V be a local trivialization such
that p € U, and consider the vector space isomorphism

Ya(p) == prootale, : Ep =V
and the section in local coordinates
Sq i =prao g os|y, : Uy = V.
Then the vertical differential
Ds(p) : T,M — E,

is defined by
Ds(p)v = ta(p) ' dsa(p)v (9.26)

forv e T,M. Thus we have the commuting diagram

v
AN
Ds(p)

dsa p) .
T,M E,

The reader may check that the linear map (9.26) is independent of the choice
of a with p € Uy (provided that s(p) = 0p).

Exercise 9.39. Show that there is a natural splitting of the tangent bundle
of E along the zero section:

To,E=T,M & E,,  pe M. (9.27)

Here the inclusion of T, M into Ty, F is given by the derivative of the zero
section. Show that, if s : M — FE is a section and p € M is a zero of s, then
the vertical differential Ds(p) : T,M — E, is the composition of the usual
derivative ds(p) : T,M — Ty, E/ with the projection Ty, — E, onto the
vertical subspace in the splitting (9.27).
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Exercise 9.40. Show that a section s : M — FE is transverse to the zero
section if and only if

s(p) =0, = Ds(p) : T,M — E, is surjective.
We write s M 0 to mean that s is transverse to the zero section.

Exercise 9.41. Let E be a real rank-n vector bundle over a smooth m-
manifold M and let s : M — E be a smooth section of E. Assume s is
transverse to the zero section. Then the zero set

s7H(0) :=={p € M|s(p) =0,}
of s is a smooth submanifold of M of dimension m — n and
T,5(0) = ker Ds(p)
for every p € M with s(p) = 0,,.

Theorem 9.42 (Euler Number). Let E be a real rank-m vector bundle
over a compact oriented smooth m-manifold M without boundary and let
T € Q(E) be a Thom form. Let s : M — E be a smooth section that is
transverse to the zero section and define the index of a zero p € M of s by

op,s) = { +1, if Ds(p) : T,M — E, is orientation preserving, (9.28)

—1, if Ds(p) : T,M — E, is orientation reversing.

Then

/MS*T: Z t(p,s). (9.29)

s(p)=0p

This integral is independent of s and is called the Euler number of E.

Proof. The intersection index of the zero section Z with s(M) at a zero p of
Sis «(p, S). Hence the sum on the right in equation (9.29) is the intersection
number Z - s. With this understood the assertion follows immediately from
Theorem 9.36. O

Exercise 9.43. Let 7 : £ — M be as in Theorem 9.42. Define the index
t(p,s) € Z of an isolated zero of a section s : M — E. Prove that equa-
tion (9.29) in Theorem 9.42 continues to hold for sections with only isolated
zeros. Hint: See the proof of the Poincaré—Hopf Theorem.



9.3. THE EULER CLASS 127

Exercise 9.44. Prove that every vector bundle over a compact manifold
has a section that is transverse to the zero section. Hint: Use the methods
developed in Chapter 5.

By Theorem 9.42 the Euler number is the self-intersection number of the
zero section in E. One can show as in Chapter 3 or Chapter 5 that the right
hand side in (9.29) is independent of the choice of the section s, assuming
it is transverse to the zero section, and use this to define the Euler number
of E in the case rankFE = dim M. Thus the definition of the Euler number
extends to the case where E is an orientable manifold (and M is not).

Example 9.45 (Euler characteristic). Consider the special case of the
tangent bundle £ = T'M of a compact oriented manifold without boundary.
A section of E is a vector field X € Vect(M) and it is transverse to the zero
section if and only if all its zeros are nondegenerate. Hence it follows from
Theorem 9.42 that

X't = Z t(p, X)

M X (p)=0

for every nondegenerate vector field X € Vect(M) and every Thom form
7€ QI(TM). This gives an independent proof of the part of the Poincaré—
Hopf theorem which asserts that the sum of the indices of the zeros of a
vector field (with only nondegenerate zeros) is a topological invariant. The
Poincaré—Hopf theorem also asserts that this invariant is given by

m

/M X1 =x(M) =) _(=1)dim H'(M).

1=0

(See Theorem 8.45.) In other words, the Euler number of the tangent bundle
of M is the Euler characteristic of M.

Exercise 9.46. Think of CP! as the space of all 1-dimensional complex
linear subspaces ¢ C C2. Fix an integer d and consider the complex line

bundles H?* — CP! and H? — CP' defined by

. (©\{0) xC

c , [20 : 21;¢] = [Azo = Azp; M.

Here C* := C\ {0} denotes the multiplicative group of nonzero complex
numbers. Ignoring the complex structure we can think of H? as an oriented
real rank-2 vector bundle over CP!. Prove that the Euler nuymber of H is
equal to d. Hint: Find a section of H? that is transverse to the zero section
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and use (9.29). Think of CP! as the space of all 1-dimensional complex
linear subspaces ¢ C C2. Show that in this formulation H—' — CP! is the
tautological bundle over CP! whose fiber over £ is the line ¢ itself. Show that
H — CP! is the bundle whose fiber over ¢ is the dual space Hom®(¢, C).
Show that the bundle H¢ is isomorphic to H~¢ by an isomorphism that is
orientation reversing on each fiber.

9.3.2 The Euler Class

Let us now drop the condition that the rank of the bundle is equal to the
dimension of the base. Instead of a characteristic number we will then
obtain a characteristic deRham cohomology class. Let # : E — M be an
oriented real rank-n bundle over a compact oriented m-manifold M without
boundary. The Euler class of E is the deRham cohomology class

e(E) = [s"T| = s*T(E) € H"(M)

where 7 € QF(E) is a Thom form on E and s : M — E is a smooth
section. Since any two sections of E are smoothly homotopic, it follows
from Theorem 8.1 and Lemma 9.30 that the cohomology class of s*7 is
independentof the choices of s and 7. Thus the Euler class is well defined.
If m = n the integral of e(FE) over M is the Euler number, by Theorem 9.42.

Theorem 9.47 (Euler Class). Let w : E — M be an oriented rank-n vector
bundle over a compact oriented smooth m-manifold without boundary. Let
s: M — E be a smooth section and T € QI E) be a Thom form. If s is
transverse to the zero section then, for every closed form w € Q™ "™(M), we

have
/ wAs'T = / w. (9.30)
M s71(0)

Thus [s*7] is dual to the submanifold s~1(0) as in Section 8.4.3. (See below
for our choice of orientation of s~*(0).)

Corollary 9.48. Let m: E — M be an oriented real rank-n bundle over a
compact oriented manifold M without boundary. If n is odd the Euler class
of E vanishes.

Proof. By Exercise 9.44 there is a section s : M — FE that is transverse to
the zero section. The right hand side in equation (9.30) changes sign when
s is replaced by —s while the left hand side remains unchanged. Hence the
assertion follows. O
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Proof of Theorem 9.47. Choose a Riemannian metric on M. We orient the
zero set

Q:=s510)={qge M|s(q) = 0q}

so that orientations match in the direct sum

M =T,Q & T,Q*
for every g € Q. Here TqQL is oriented such that the isomorphism

1

Ds(q) : T,Q— — E,

is orientation preserving. Choose € > 0 such that the map
. 1
exp: TQ; — U:

in (9.18) is a diffeomorphism. Since the zero set of s is contained in U, we
can choose a neighborhood U C E of the zero section such that

s71(U) c U..

For example, the set U := E\ s(M \ U;) is an open neighborhood of the zero
section with this property. By Lemma 9.30 we may assume without loss of
generality that our Thom form is supported in U and hence

supp(s*) C s~ 1(U) C U..
The key observation is that the pullback of s*7 under the exponential map
exp : TQEl — U,
defines a Thom form
7. := exp® s*1 € QUTQL).

Here we extend the pullback to all of TQ' by setting it equal to zero on
TQ+ \TQaL To prove that m,7. = 1 we observe that the map

soexp:TQj—>E

sends (¢,0) to 0, and agrees on the zero section up to first order with Ds.
Hence we can homotop the map s o exp to the vector bundle isomorphism

Ds:TQ' — E|g.
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An explicit homotopy
F:[0,1]xTQf - E

is given by

t_ls(equ(tv)) € Eoxp,(tv), ift >0,

F(t, Qa’U) = ft(q’v) = { DS((])’U, ift= 0,

for ¢ € Q@ = s7(0) and v € T, M such that v L T,Q and |v| < e. That F
is smooth can be seen by choosing local trivializations on E. Hence F is a
smooth homotopy connecting the maps

Jo = Ds, J1=soexp.

Moreover, F' extends smoothly to the closure of [0, 1] x TQ€L and the image
of the set [0,1] x 9TQZL under F does not intersect the zero section of E.
Hence there is an open neighborhood U C E of the zero section such that

UNF(0,1]xdTQ) =0, UNE|gcC Ds(TQY).

We choose the Thom form 7 € QF(F) with support in U. Then it follows
from our choice of U that the forms f;7 have uniform compact support
in TQEl Hence, for each g € @), we have

/ Te = / (soexp)*r
TaQF T,Qz

q

—[
T,QF

~ [
T,QF

q
= 1.

Here the last equation follows from the fact that fo = Ds: TQ+ — Elqg is
an orientation preserving vector bundle isomorphism. Thus 7. = (soexp)*r
is a Thom form on T° QEl as claimed. With this understood we deduce that

s'T =119 € Q"(M)

satisfies the conditions (9.19) and (9.20). Hence the result follows from
Lemma 9.35. This proves the theorem. O

Exercise 9.49. Deduce Theorem 9.42 from Theorem 9.47 as the special case
where rankE = dim M, so that @ = s~1(0) is a 0-dimensional manifold, and
w=1¢€Q%M) is the constant function one.
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Theorem 9.50. The Fuler Class has the following properties.

(Zero) Letm: E — M be an oriented real rank-n bundle over a compact ori-
ented manifold without boundary. If E admits a nowhere vanishing section
then the Euler class of E is zero.

(Functoriality) Let # : E — M be an oriented real rank-n bundle over
a compact oriented manifold without boundary and let f : M’ — M be a
smooth map defined on another compact oriented manifold without boundary.
Then the Euler class of the pullback bundle f*E — M’ is is the pullback of
the Fuler class:

e(f*E) = f*e(E) € H"(M').

(Sum) The Euler class of the Whitney sum of two oriented real vector bun-
dles my : By — M and w9 : E5 — M over a compact oriented manifold M
without boundary is the cup product of the Fuler classes:

e(E1 D EQ) = e(El) U G(EQ).

Proof. If s : M — FE is a nowhere vanishing section then the complement of
the image of s is a neighborhood of the zero section. Hence, by Lemma 9.30,
there is Thom form 7 € QF(E) with support contained in E \ s(M). For
this Thom form we have s*7 = 0 and this proves the (Zero) property.

To prove (Functoriality) recall that

FE={(e)e M'xE|f(p)) =n(e)}

and define f: f*E — FE as the projection onto the second factor:

[ e) =e.

Let 7 € Q7(E) be a Thom form. Then f*7 € Q"(f*E) is a Thom form on the
pullback bundle because frestricts to an orientation preserving isomorphism
on each fiber. Now let s : M — F be a section of E. Then there is a section
f*s: M’ — f*E defined by

(f*s)®) = @', s(f ).
Then fo (f*s)=so f: M — f*M and hence
(F7s) Frr = (Fo (f*))"m = (s0 f)'1 = f*(s'7).

This proves (Functoriality) of the Euler class.
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To prove the (Sum) property abbreviate
E :=F @ Ey

and observe that there are two obvious projections pr; : £ — E; for i =1, 2.
Let n; := rank(F;) and let 7; € QP (E;) be a Thom form on FE;. Then

T = priT Apram € QU2 (E)

is a Thom form on F, by Fubini’s theorem. A section s : M — E can be
expressed as a direct sum s = s1 @ s9 of two sections s; : M — E;. Then
pr; os = s; and hence

s*1T = §* (priT A pryme) = s7T1 A S5To.

This proves the theorem. O

9.3.3 The Product Structure on H*(CP")

We examine the ring structure on the deRham cohomology of CP™ where
multiplication is the cup product with unit 1 € HY(M). We already know
from Example 8.52 that the odd dimensional deRham cohomology vanishes
and that H**(CP") = R for every k = 0,1,...,n. Throughout we identify
CP* with a submanifold of CP™ when k < n; thus

(CPk:{[zO:zl:---:zk:O:---:O]GCP"| |zo|2+---—|—|zk|2>0}.

In particular CPY is the single point [1 : 0 : --- : 0. Let h € H?(CP") be
the class dual to the submanifold CP" ! as defined in Section 8.4.3; thus

/ aUh = / a (9.31)
cpP» cpr—t

for every a € H?"~2(CP").
Let C* := C\ {0} denote the multiplicative group of nonzero complex
numbers and consider the complex line bundle 7 : H — CP"™ defined as
the quotient
crt\ {0} xC
e,

where the equivalence relation is given by
[20 121 20 (] = [Azo s Azp i+ 1 Az AC]

for (2o, ...,2,) € C"*1\{0}, ¢ € C, and A € C*. The fibers of this bundle are
one dimensional complex vector spaces; hence the term complex line bundle.
One can also think of H as an oriented real rank-2 bundle over CP".

H::(

cP™,



9.3. THE EULER CLASS 133

Theorem 9.51. For k = 0,1,...,n define the deRham cohomology class
h* € H?F(CP™) as the k-fold cup product of h with itself:

hF:=huU---Uhe H*(CP").
k times

In particular, h® = 1 € HY(CP™) is the empty product and h' = h. These
classes have the following properties.

(i) h is the Euler class of the oriented real rank-2 bundle H — CP™.

(ii) The cohomology class h* dual to the submanifold CP"*; thus, for every
a € H>"=2(CP™), we have

/ aUhk = / a. (9.32)
cpm cpnr—1

(iii) For k =0,...,n we have

/ hF =1. (9.33)
CP*

(iv) For every compact oriented 2k-dimensional submanifold Q@ C CP™ with-
out boundary we have

/ hF =CPv . Q. (9.34)
Q

Proof. Geometrically one can think of CP™ is as the set of complex one
dimensional subspaces of C"*1:

CP" = {6 c ¢t | £ is a 1-dimensional complex subspace} .

The tautological complex line bundle over CP" is the bundle whose
fiber over /¢ is the line ¢ itself. In this formulation H is the dual of the
tautological bundle so that the fiber of H over £ € CP" is the dual space

Hy = 0" = Hom"(¢,C).

Thus H can be identified with the set of all pairs (¢, ¢) where £ C C"*!
is a 1-dimensional complex subspace and ¢ : £ — C is a complex linear
map. (Exercise: Verify this.) In this second formulation every complex
linear map ® : C"t! — C defines a section s : CP" — H which assigns
to every ¢ € CP" the restriction s(¢) := ®|,. An example, in our previous
formulation, is the projection onto the last coordinate:

s([zo:z1 it zn)) =20 211 -+ 2 2.
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This section is transverse to the zero section and its zero set is the pro-
jectve subspace s71(0) = CP"~! ¢ CP" with its complex orientation. By
Theorem 9.47 the Euler class e(H) € H?(CP") is dual to the zero set of
any transverse section of H. Hence it follows from from our definitions that
h :=e(H). This proves (i).

We prove the remaining assertions. By Theorem 9.50 the restriction of h
to each projective subspace CP™*! ¢ CP” is the Euler class of the restriction

of the bundle H. Hence
/ aUh = / a
Ccpitl CP?

for every a € H?(CP™). By induction, we obtain

/ aUhF = / a
Cpitk CP?

for all 4,k > 0 with i +k < n and every a € H*(CP"). With i =n —k
this proves (ii) and, with i = 0 and @ = 1 € H°(CP"™), this proves (iii).
Now let @ C CP" is any 2k-dimensional compact oriented submanifold
without boundary and 7o € Q2"~2¢(CP") be a closed form dual to Q as in
Section 8.4.3. Then, by Theorem 8.44, we have

/hk:/ hE AT =CP"F. Q.
Q cpm

Here we have used the fact that the class h¥ is dual to the submanifold
CP" % ¢ CP™, by (ii). This proves (iv) and the theorem. O

Remark 9.52. Equation (9.32) can be viewed as a special instance of the
general fact, not proved in these notes, that the the cup product of two closed
forms dual to transverse submanifolds P,Q C M is dual to the intersection
PN Q (with the appropriate careful choice of orientations). Theorem 8.44
can also be interpreted as an example of this principle.

Remark 9.53. By equation (9.34), the class h* € H?*(CP") is inte-
gral in the sense that the integral of h* over every compact oriented 2k-
dimensional submanifold Q C CP"™ without boundary is an integer. By
equation (9.33), the class h* generates the additive subgroup of all integral
classes in H2*(CP") (also called the integral lattice) in the sense that
every integral cohomology class in H?*(CP") is an integer multiple of h*.
Here we use the fact that H2*(CP") is a one dimensional real vector space
(see Example 8.52).
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Remark 9.54. The definition of the integral lattice in Remark 9.53 is rather
primitive but suffices for our purposes. The correct definition involves a co-
homology theory over the integers such as, for example, the singular coho-
mology. DeRham’s theorem asserts that the deRham cohomology Hj (M)
is isomorphic to the singular cohomology Hs*ing(M ;R) with real coefficients.
Moreover, there is an obvious homomorphism Hs*ing(M i 2) — Hs*ing(M ;R).
The correct definition of the integral lattice A C Hjz(M) is as the sub-
group (in fact subring) of those classes whose images under deRham'’s iso-
morphism in H3 g(1\4 ;R) have integral lifts, i.e. belong to the image of the

sin,
homomorphism Hg,,(M;Z) — Hg,,(M;R). The relation between these

Ssin;
two definitions of thg integral lattice is not at all obvious. It is related to
the question which integral singular homology classes can be represented by
submanifolds. However, in the case of CP™ these subtleties do not play a
role and we do not discuss the issue further.

Remark 9.55. Theorem 9.51 asserts that the comology class h € H2(CP™)
is a multiplicative generator of H*(CP"). In other words, every element
a € H*(CP™) can be expressed as a sum

a=cy+cih+ch?+ - +c,h"
with real coefficients ¢;. Think of the ¢; as the coefficients of a polynomial
p(u) =co+ cru+ cou® + -+ + cpu”
in one variable, so that a = p(h). Thus we have a ring isomorphism

Rlu]

m — H*(CP™) : p — p(h).

The integral lattice in H*(CP"), as defined in Remark 9.53, is the image of
the subring of polynomials with integer coefficients under this isomorphism.

We shall return to the Euler class of a real rank-2 bundle in Section 10.3.3
with an alternative definition and in Section 10.3.4 with several examples.
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Chapter 10

Connections and Curvature

In this chapter we discuss connections and curvature and give an introduc-
tion to Chern—Weil theory and the Chern classes of complex vector bundles.
The chapter begins in Section 10.1 by introducing the basic notions of con-
nection and parallel transport, followed by a discussion of structure groups.
In Section 10.2 we introduce the curvature of a connection, followed by a
discussion of gauge transformations and flat connections. With the basic
notions in place we turn to Chern—Weil theory in Section 10.3. As a first
application we give another definition of the Euler class of an oriented real
rank-2 bundle and discuss several examples. Our main application is the in-
troduction of the Chern classes in Section 10.4. We list their axioms, prove
their existence via Chern—Weil theory, and show that the Chern classes
are uniquely determined by the axioms. Various applications of the Chern
classes to geometric questions are discussed in Section 10.5. The chapter
closes with a brief outlook to some deeper results in differential topology.

10.1 Connections

10.1.1 Vector Valued Differential Forms

Let w : E — M be a real rank-n vector bundle over a smooth m-manifold
M. Fix an integer k > 0. A differential k-form on M with values in E
is a collection of alternating k-forms

wp : TyM x T,M x -+ x T,M — E,,

k times

one for each p € M, such that the map M — E : p — wy(X1(p), ..., Xi(p))
is a smooth section of F for every k vector fields Xy,..., Xy € Vect(M).

137
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The space of k-forms on M with values in E will be denoted by Q¥ (M, E).
In particular, QY(M, E) is the space of smooth sections of E. A k-form on
M with values in E can also be defined as a smooth section of the vector
bundle A*T*M ® E — M. Thus

QF(M) = Q°(M,A*T*M ® E).

Remark 10.1. The space QF(M, E) of E-valued k-forms on M is a real
vector space. Moreover, we can multiply an E-valued k-form on M by a
smooth real valued function or by a real valued differential form on M using
the pointwise exterior product. This gives a bilinear map

QM) x Q¥(M, E) — Q"M E) : (1,w) = 7 Aw,

defined by the same formula as in the standard case where both forms are
real valued. (See Definition 7.7.)

Remark 10.2. Let 9, : 71 (U,) — Uy x V be a family of local trivializa-
tions of E with transitions maps gg, : UoNUg — GL(V'). Then every global
k-form w € QF(M,E) determines a family of local vector valued k-forms

Wa i= Pry 0 Y 0wy, € QF(Uy, V). (10.1)
These local k-forms are related by
wg = gRaWa- (10.2)

Conversely, every collection of local k-forms w, € QF(U,,V) that sat-
isfy (10.2) determine a global k-form w € QF(M, E) via (10.1).

10.1.2 Connections

Let m: E — M be a real vector bundle over a smooth manifold. A connec-
tion on F is a linear map

V:Q%M,E) — QY(M, E)
that satisfies the Leibnitz rule
V(fs)=fVs+ (df)-s (10.3)

for every f € Q%(M) and every s € Q°(M, E). For p € M and v € T,M we
write V,s(p) := (Vs),(v) € E, and call this the covariant derivative of s
at p in the direction v.
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The archetypal example of a connection is the usual differential
d: QM) — Q' (M)

on the space of smooth real valued functions on M, thought of as sections
of the trivial bundle £ = M x R. This is a first order linear operator and
the same works for vector valued functions. The next proposition shows
that every connection is in a local trivialization given by a zeroth order
perturbation of the operator d.

Proposition 10.3 (Connections). Let 7 : E — M be a vector bundle over
a smooth manifold with local trivializations

VYo :m HUy) = Uy XV
and transitions maps
9Ba - U, N Ug — GL(V).

(i) E admits a connection.

(ii) For every connection V on E there are 1-forms A, € QY(Uy, End(V)),
called connection potentials, such that

(V$)q = dsq + AaSa (10.4)

for every s € Q°(M, E), where (Vs)o and s, are defined by (10.1). The
connection potentials satisfy the condition

Aa = 95adgpa + 950 As98a (10.5)

for all o, 3. Conwersely, every collection of 1-forms Ay € QY (Uy, End(V))
satisfying (10.5) determine a connection V on E wvia (10.4).

(iii) If V,V': Q°%(M, E) — QY(M, E) are connections on E then there is a
1-form A € QY(M,End(E)) such that

V -V =A.

Conversely if V is a connection on E then so is V + A for every endomor-
phism valued 1-form A € QY(M,End(E)).
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Proof. The proof has six steps.

Step 1. For every section s € Q°(M, E) and every connection V on E we
have supp(Vs) C supp(s).

Let po € M \ supp(s) and choose a smooth function f : M — [0, 1] such that
f =1 on the support of s and f = 0 near pg. Then fs = s and hence

Vs =V(fs)= fVs+ (df)s.
The right hand side vanishes near py and hence Vs vanishes at pg. This
proves Step 1.

Step 2. For every connection V on E and every « there is a 1-forms
Aq € QY (U,, End(V)) satisfying (10.4).

Fix a compact subset K C U,. We first define the restriction of A4, to K.
For this we choose a basis e1,...,e, of V and a smooth cutoff function
p: M — [0,1] with support in U, such that p =1 in a neighborhood of K.
Fori=1,...,nlet s; : M — E be the smooth section defined by

si(p) == P(P)¢a(p)_1ei, for p € Uy,
e 0, for p € M\ U,.

For p € K define the linear map (Aq)p : Tp,M — End(V') by

(Aa)p(0) D Aiei = va(p) > AiViusi(p)
i=1 i=1

for Ai,..., A\, € Rand v € T,M. By Step 1, the linear map (Aa), is
independent of the choice of p and hence is defined for each p € U,.

If s € Q°(M, E) is supported in U, we take K = supp(s) and choose s;
as above. Then there are f; : M — R, supported in K, such that

SZZfiSi, Sa :Zfiei-
Hence, for p € K = supp(s) C U,, we have
(V8)a(piv) = va(p)Vus(p) = va(p) Y Vol fisi)(p)

= %) X (A0)%sip) + (dfi(p)0)si(p))

= (Aa)p(v) Z filp)es + Z(df@«p)v)ei

= (Aa)p(v)sa(p) + dsa(p)v.
By Step 1, this continues to hold when s is not supported in U,,.
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Step 3. The 1-forms A, € QY (Uy, End(V)) in Step 2 satisfy (10.5).
By definition we have (Vs)g = gga(Vs)a and hence

dsg + Agsg = gga (dsa + Aasa)
on U, NUg. Differentiating the identity sg = ggo5, We obtain
dSﬁ = gﬁadsoz + (dgﬁa) Sa
and hence
Aﬁgﬁasa = AﬁSﬁ
= gﬁaAaSa + gﬁadsa - dsﬁ
= (gﬁaAa - dgﬁoz)sa

for every (compactly supported) smooth function s, : Uy N Ug — V. Thus
ABgga = 9saAa — dgsa on U, NUg and this proves Step 3.
Step 4. Every collection of 1-forms A € QY (Uy, End(V)) satisfying (10.5)

determine a connection V on E via (10.4).

Reversing the argument in the proof of Step 3 we find that, for every smooth
section s € QY(M, E), the local E-valued 1-form

T,M — Ep v ¥a(p) (dsa(p)v + (Aa)p(v)sa(p))

agrees on U, N Ug with the corresponding 1-form with « replaced by g.
Hence these 1-forms define a global smooth 1-form Vs € Q'(M, E). This
proves Step 4. In particular, we have now established assertion (ii).

Step 5. We prove (iii).

The difference of two connections V and V' is linear over the functions, i.e.
(V' =V)(fs) = f(V' = V)s for all f € QY(M) and all s € Q°(M,E). We
leave it to the reader to verify that such an operator V/ — V is given by
multiplication with an endomorphism valued 1-form. (Hint: See Step 2.)
Step 6. We prove (i).

Choose a partition of unity p, : M — [0, 1] subordinate to the cover {Up, }4
and define 4, € Q' (U,,End(V)) by

Ao = prgradgra (10.6)
Y

These 1-forms satisfy (10.5) and hence determine a connection on E, by
Step 4. This proves the proposition. O
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Example 10.4. The Levi-Civita connection of a Riemannian metric is an
example of a connection on the tangent bundle E' = T'M (see [16]).

Exercise 10.5. Let s : M — E be a smooth section and p € M be a zero
of s so that s(p) = 0, € E,. Then the vertical derivative of s at p is the map

T,M — E, : v~ Ds(p)v = V,s(p)
for every connection V on E. (See Definition 9.38.)

Just as the usual differential d : Q°(M) — Q(M) extends to a family of
linear operators d : Q¥ (M) — QF+1(M), so does a connection V on a vector
bundle E induce linear operators dv on differential forms with values in E.

Proposition 10.6. Let m# : E — M be a vector bundle over a smooth
manifold and V : Q°(M, E) — QY(M, E) be a connection. Then there is a
unique collection of operators

dV : QF(M,E) — QFY(M, E)
such that d¥ =V for k=0 and
dV(r Aw) = (dr) Aw + (1) 7 A dVw (10.7)

for every T € Q*(M) and every w € Q*(M, E). In the local trivializations
the operator dV is given by

(de)a = dwg + Ay N Wy, (10.8)
for w € QF(M, E) and wy := pry o 1y o w|y, € QF(Uy, V).

Proof. Define d¥w by (10.8) and use equation (10.5) to show that d" s is well
defined. That this operator satisfies (10.7) is obvious from the definition.
That equation (10.7) determines the operator d¥ uniquely, follows from the
fact that every k-form on M with values in E' can be expressed as a finite
sum of products of the form 7;s; with 7; € QF(M) and s; € Q°(M, E). This
proves the proposition. ]

Exercise 10.7. Show that
(@Vw)(X,Y) = Vx (w(Y)) = W (w(X)) + w([X,Y]) (10.9)
for w € QY(M, E) and X,Y € Vect(M) and

(dVw)(X,Y,Z) = Vx(w(Y, Z)) + W (w(Z, X)) + Vz(w(X,Y))

_w(X, [Y, Z]) —(,«)(Y'7 [Z7X]) _(AJ(Z7 [X,Y]) (1010)

for w € Q*(M, E) and X,Y, Z € Vect(M). Hint: Use (7.22) and (7.23).
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10.1.3 Parallel Transport

Let V be a connection on a vector bundle 7 : E — M over a smooth
manifold. For every smooth path v : I — M on an interval I C R the
connection determines a collection of vector space isomorphisms

v
5 (t1:to) : Byto) = Ern)
between the fibers of E along v satisfying
DY (t2,11) 0 ®Y (t1,t0) = Y (t2, t0), oY (t,t) =id (10.11)

for t,tg,t1,t2 € I. These isomorphisms are called parallel transport of V
along ~ and are defined as follows.

A section of E along < is a smooth map s : I — E such that mos =+
or, equivalently, s(t) € E,q for every ¢t € I. Thus a section of E along
is a section of the pullback bundle v*FE — I and the space of sections of
along ~ will be denoted by

QUI,vE):={s:I - FE|mros=n}.
The connection determines a linear operator
V:Q%I,y*E) - Q1,7 E),

which is called the covariant derivative, as follows. In the local trivial-
izations 1, : 7 H(Uy) — Uy x V a section s € Q°(I,7*E) is represented by
a collection of smooth curves s, : I, — V via

Sa(t) =: o (y(t))s(t) € V, tel, :=~y1Uy). (10.12)
These curves satisfy
Sﬁ(t) = gﬁa(W(t))Sa(t)’ telynlp (10.13)

for all a, 8. Conversely, any collection of smooth curves s, : I, — F sat-
isfying (10.13) determines a smooth section of E along «y via (10.12). The
covariant derivative Vs(t) € E, ) is defined by

(Vs)a(t) = 3a(t) + Aa(¥(t))sa(t), t e l,. (10.14)
By (10.5) we have (Vs)g = gga(7)(Vs)a on I, N Ig and hence the vector
Vs(t) == va(y(t) " (Vs)alt) € By,  tE€ I, (10.15)

is independent of the choice of « with v(t) € U,,.



144 CHAPTER 10. CONNECTIONS AND CURVATURE

Let us fix a smooth curve v : I — M and an initial time tg € I. Then
it follows from the theory of linear time dependent ordinary differential
equations that, for every ey € E,(y,), there is a unique section s € QI,v*E)
along ~ satisfying the initial value problem

Vs =0, s(to) = eo. (10.16)
This section is called the horizontal lift of v through e.

Definition 10.8 (Parallel Transport). The parallel transport of V
along v from tg to t € [ is the linear map

Y (t:t0)  Ey) = By

defined by
DY (t,t0)en = s(t) (10.17)

for eg € E, ), where s € QOI,+v*E) is the unique horizontal lift of
through eg.

Exercise 10.9. Prove that parallel transport satisfies (10.11).

Exercise 10.10 (Reparametrization). If ¢ : I’ — [ is any smooth map
between intervals and v : I — M is a smooth curve then

®Yog(t1sto) = DY (D(t1), $(t0)) : Br(s(10)) = Brsin))

for all to,t; € I'.

10.1.4 Structure Groups
Let G € GL(V) be a Lie subgroup with Lie algebra
g := Lie(G) = T3G C End(V)

Let w: E — M be a vector bundle with structure group G, local trivializa-
tions 1 : 71 (Us) — Uy x V, and transition maps ggq : Ua NUg — G. The
bundle of endomorphisms of F is defined by

peM,§: E,— E,is a linear map, } (10.18)

End(E) := {(p,f)‘ pE U, = Yu(p)olorhalp)t g

Thus End(E) is a vector bundle whose fibers are isomorphic to the Lie
algebra g. The space of sections of End(FE) carries a Lie algebra structure,
understood pointwise. Differential forms with values in End(E) are in local
trivializations represented by differential forms on U, with values in g.
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Proposition 10.11. Let V : Q°(M, E) — QY(M, E) be a connection on E
with connection potentials A, € Q°(U,, End(V))

(i) The connection potentials A, € Q' (Uy,g) take values in g if and only
if parallel transport preserves the structure group, i.e. for every smooth path
v: I — M and all ty,t; € I with y(tg) € Uy and y(t1) € Ug we have

Pp(v(t1)) o Y (t1,t0) © Y (v(to)) ' € G. (10.19)

V is called a G-connection on F if it satisfies these equivalent conditions.

(ii) If V is a G-connection and A € QY(M,End(E)) then V + A is a G
connection. If V,V': QY(M,E) — QY (M, E) are G-connections then

V' -V € QY (M,End(E)).

(iii) Every G-bundle admits a G-connection.

Proof. Tt suffices to prove (i) for curves v : I — U,. If A, € QY(U,,g) then

for every t € I. Thus € : I — g is a smooth curve in the Lie algebra of G
and hence the differential equation

g(t) +&)gt) =0,  g(to) =1,

has a unique solution g : I — G C GL(V). Now parallel transport along ~y
from ty to t is given by

O (t,t0) = Ya(¥(t)) " 0 g(t) 0 Ya(Y(t0)) : Eye) = By

and hence satisfies (10.19). Reversing this argument we see that (10.19) for
every smooth path v : I — U, implies A4, € Q'(U,,g). This proves (i).
Assertion (ii) follows follows immediately from (i) and Proposition 10.3.
Assertion (iii) follows from the explicit formula (10.6) in the proof of Propo-
sition 10.3. This proves the proposition. O

Example 10.12. Let V be an oriented vector space and G = GL™(V)
be the group of orientation preserving automorphisms of V. Vector bundles
with structure group GLT (V) are oriented vector bundles (see Section 9.1.5).
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Example 10.13. Let V be a finite dimensional oriented real Hilbert space
and G = SO(V) be the group of orientation preserving orthogonal transfor-
mations of V. If 7 : E — M is a vector bundle with structure group SO(V)
then the local trivializations induce orientations as well as inner products

E, x E, = R: (e1,e2) — (e1,€2)p

on the fibers. The inner products fit together smoothly in the sense that
the map M — R : p — (s1(p), s2(p))p is smooth for every pair of smooth
sections s1,s0 € Q°(M,E). Such a family of inner products is called a
Riemannian structure on E and a vector bundle £ with a Riemannian
structure is called a Riemannian vector bundle.

A connection V on a Riemannian vector bundle 7 : & — M is called a
Riemannian connection if it satisfies the Leibnitz rule

d(sl, S9) = <V81, 82> + <81, V82> (10.20)

for all s1,50 € Q°(M, E). Exercise: Prove that every oriented Rieman-
nian vector bundle admits a system of local trivializations whose transition
maps take values in SO(V). Prove that Riemannian connections are the
SO(V)-connections in Proposition 10.11. In other words, a connection is
Riemannian if and only if parallel transport preserves the inner product.
Prove that End(F) is the bundle of skew-symmetric endomorphisms of E.

Example 10.14. Let V be a complex vector space and G = GL¢ (V) be
the group of complex linear automorphisms of V. If 7 : E — M is a
vector bundle with structure group GL¢ (V) then the local trivializations
induce complex structures on the fibers of the vector bundle that fit together
smoothly, i.e. a vector bundle automorphism

J:E—E, J? = —1.

The pair (E,J) is called a complex vector bundle.
A connection V on a complex vector bundle 7 : F — M is called a
complex connection if it is complex linear, i.e.

V(Js) = JVs (10.21)

for all s € Q°(M, E). Exercise: Prove that every complex vector bundle
admits a system of local trivializations whose transition maps take values
in GL¢ (V). Prove that complex connections are the GL¢(V')-connections
in Proposition 10.11. In other words, a connection is complex linear if and
only if parallel transport is complex linear. Prove that End(F) is the bundle
of complex linear endomorphisms of FE.
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Example 10.15. A Hermitian vector space is a complex vector space
V equipped with a bilinear form

VXV —=C:(u,v)— (u,v)

whose real part is an inner product and that is complex anti-linear in the
first variable and complex linear in the second variable. Thus, for u,v € V'
and A € C, we have

(Au,v)e = Mu, v, (uy, Av)e = Mu, v)e.

Such a bilinear form is called a Hermitian form on V. Note that the
complex structure is skew-symmetric with respect to the inner product

<.7 > = Re <.’ .>c’

and that any such inner product uniquely determines a Hermitian form. The
group of unitary automorphisms of a Hermitian vector space V is

U(V) :={g € GLc(V) | (gu, gv)c = (u,v)e Yu,v € V}.

For V = C" we use the standard notation U(n) := U(C").

If 7 : E — M is a vector bundle with structure group U(V') then the local
trivializations induce Hermitian structures on the fibers of the vector bundle
that fit together smoothly. Thus F is both a complex and a Riemannian
vector bundle and the complex structure is skew-symmetric with respect to
the Riemannian structure:

<€1,J62>—|—<J€1,€2> =0, €1, e GEp.
The Hermitian form on the fibers of F is then given by
<€1,62>c = <€1,€2> +i<J€1,€2>, e1,€2 € Ep.

A complex vector bundle with such a structure is called a Hermitian vec-
tor bundle. Every Hermitian vector bundle admits a system of local trivi-
alizations whose transition maps take values in U(V'). Thus vector bundles
with structure group U(V') are Hermitian vector bundles.

A connection V on a Hermitian vector bundle 7 : E — M is called a
Hermitian connection if it is complex linear and Riemannian, i.e. if it
satisfies (10.20) and (10.21). Thus the Hermitian connections are the U(V)-
connections in Proposition 10.11. In other words, a connection is Hermitian
if and only if parallel transport preserves the Hermitian structure. Moreover,
End(F) is the bundle of skew-Hermitian endomorphisms of E.
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Exercise 10.16. Every complex vector bundle £ admits a Hermitian struc-
ture. Any two Hermitian structures on E are related by a complex linear
automorphism of E. Hint: Let V' be a complex vector space and (V)
be the space of Hermitian forms on V' compatible with the given complex
structure. Show that .7°(V') is a convex subset of a (real) vector space and
that GLc(V) acts tansitively on (V). Describe Hermitian structures in
local trivializations.

10.1.5 Pullback Connections
Let m: E — M be a vector bundle with structure group G C GL(V), local
trivializations ¢, : Ely, — Uy X V, and transition maps
98a 1 Ua x Ug — G.
Let V be a G-connection on E with connection potentials
AY € QNUa,9).
Let
f:M - M

be a smooth map between manifolds. We show that the pullback bundle

fE={(pi,e) € M'x E|f(p) = m(e)}
is a G-bundle over M’ and that the G connection V on FE induces a G-

connection f*V on f*E. To see this note that the local trivializations of
induce local trivializations of the pullback bundle over f~!(U,) given by

Fa: FElprwa = U)X Ve (F%a)€) = (0, pra 0 hale)).
Thus
(f*%a) (@) = ¢alf () : (F E)y = Eppry =V
for p’ € f~1(U,) and the resulting transition maps are given by
f*gﬁoz = 9Ba © Vi fﬁl(Ua) N fﬁl(Uﬁ) — G.
The connection potentials of the pullback connection f*V are, by defini-
tion, the 1-forms
ALY =AY € QYN (Ua), 0)-

Thus f*FE is a G-bundle and f*V is a G-connection on f*FE.

Exercise: Show that the 1-forms AL ¥ satisfy equation (10.5) with ggq
replaced by f*gg, and hence define a G-connection on f*FE.

Exercise: Show that the covariant derivative of a section along a curve is
an example of a pullback connection.
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10.2 Curvature

10.2.1 Definition and basic properties

In contrast to the exterior differential on differential forms, the operator dv
does not, in general, define a cochain complex. The failure of d¥ o dV to
vanish gives rise to the definition of the curvature of a connection.

Proposition 10.17. Let w : E — M be a vector bundle over a smooth
manifold and V : Q°(M, E) — QY(M, E) be a connection.

(i) There is a unique endomorphism valued 2-form FV € Q?(M,End(FE)),
called the curvature of the connection V, such that

dVdVs=FVs (10.22)
for every s € QU(M, E). In local trivializations the curvature is given by
(FV$)o = FusSa,  Fo:=dAy+ Aqg A Ay € Q*(Uy, End(V)).  (10.23)
Moreover, on U, NUg we have
9sata = F3gpa- (10.24)
(ii) For every w € QF(M, E) we have
dVdVw=FY Aw. (10.25)
(iii) For X,Y € Vect(M) and s € Q°(M, E) we have
FY(X,Y)s = VxWs — WVxs + Vx,y]s- (10.26)
(iv) If V is a G-connection then FY € Q*(M,End(E)). (See (10.18).)

Proof. We prove (i). Define F,, € Q%(U,,End(V)) by (10.23). Then, for
every s € Q°(M, E), we have

(dVdY s)a = d(dsa + Aasa) + Aa A (dsa + Aasa)
= d(AnSa) + Aa Ndsq + (Aa N Au)Sa
= (dAa + Al A Aa)sa

= F,s4.

(10.27)

Hence on U, N Usg:

9paFasa = gpa (dVdVs), = (dVd"s) , = Fgsp = Fagpasa-
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This shows that the F,, satisfy equation (10.24) and therefore determine a
global endomorphism valued 2-form FV € Q%(M,End(FE)) via

(Fvs)a = F, 8,
for s € Q°(M, .E). By (10.27) this global 2-form satisfies (10.22) and it is

uniquely determined by this condition. Thus we have proved (i).
We prove (ii). Given 7 € Qf(M) and s € Q°(M, E), we have
dvdY (rs) = d¥ ((dr)s + (=1)'T A dVs)

=7AdVds

=71FVs

= FV A (75).
Since every k-form w € QF(M, E) can be expressed as a finite sum of k-forms
of the form 7s we deduce that F'V satisfies (10.25) for all k. This proves (ii).

We prove (iii). Let X,Y € Vect(M) and s € QY(M, E). It follows from
equation 10.9 in Exercise 10.7 that

FY(X,Y)s = Vx (dVs(Y)) — W (dVs(X)) +dVs([X,Y])
=VxWs—WVxs+ V[X,Y]S-

This proves (iii) and the proposition.
We prove (iv). If V is a G-connection then

(Fa)p(u,v) = (dAa)p(u,v) + [Aa(u), Aa(v)] € g
for all p € U, and u,v € T, M. This proves (iv) and the proposition. O

Remark 10.18. A connection on a vector bundle 7 : £ — M induces a
connection on the endomorphism bundle End(E) — M. The corresponding

operator
dvV : QF(M,End(E)) — Q¥TY(M, End(E))

is uniquely determined by the Leibnitz rule
AV (®s) = (dV®)s + (—=1)4E® P A Vs

for ® € QF(M,End(F)) and s € Q%(M, E). Exercise: If the operator dV
on Q*(M,End(FE)) is defined by this formula, prove that

AV(®AT) = (dVB) AT + (—1)%e®)p A ¢V
for ®, ¥ € Q*(M,End(E)). Deduce that the operator d¥ on Q*(M, End(E))

arises from a connection on End(FE).
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10.2.2 The Bianchi Identity

Proposition 10.19 (Bianchi Identity). Every connection V on a vector
bundle w : E — M satisfies the Bianchi identity

dVFY =0. (10.28)

Proof 1. By definition of the operator
dv : Q*(M,End(E)) — Q3(M,End(E))
we have
(dVFV)s =dV(FVs) = FY NdVs =dY (dVdVs) — (dVdY)dVs =0
for s € Q°(M, E). O
Proof 2. In the local trivializations we have
(dVFVs)y = (dVFVs—FY AdVs),
= d(Fasa) + Aa A Fosq — Fo A (dsq + AaSa)

(dFo + Ao NFy — Foy N Ag)sa
= ( A /\A +Aa/\dAa_(dAa)/\Aa)Sa
0

for s € Q°(M, E). O
Proof 3. Tt follows from (10.10) that

(dVFVs)(X,Y, Z)

= dV(FVs)(X,Y,Z) — (F¥ AdVs)(X,Y, Z)

= Vx (FY(Y,2)s) + W (FY(Z,X)s) + Vz (FY(X,Y)s)
—FY(X,[Y,Z))s — FN(Y,[Z,X])s — F¥(Z,[X,Y])s
—FY(Y,Z)Vxs — FV(Z,X)Ws — FV(X,Y)Vys

= 0.

for X,Y,Z € Vect(M) and s € Q°(M, E). Here the last equation follows
from (10.26) by direct calculation. g

Example 10.20. If V is the Levi-Civita connection on the tangent bundle
of a Riemannian manifold then (10.26) shows that FV € Q*(M,End(TM))
is the Riemann curvature tensor and (10.28) is the second Bianchi identity.
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10.2.3 Gauge Transformations
Let m : E — V be a vector bundle with structure group G C GL(V'), local

trivializations 1, : 71 (Uy) — Us X V, and transition maps
gﬁaZUaﬂUg—)G.

A gauge transformation of F is a vector bundle automorphism v : £ — E
such that the vector space isomorphism

Ua(p) = ta(p) ou(p) o alp) " : V =V (10.29)

is an element of G for every a and every p € U,. The group
Y(B) = {u: E— E|¢a(p) ou(p) o Pa(p) ' € GVaVpeUs},

of gauge transformations is called the gauge group of FE.
In the local trivializations a gauge transformation is represented by the
maps g : Uy — G in (10.29). For all a and § these maps satisfy

9Bala = UBYGpa (10.30)

on U, NUg. Conversely, every collection of smooth maps u, : Uy — G
satisfying (10.30) determines a gauge transformation v € ¢ (F) via (10.29).
The gauge group can be thought of as an infinite dimensional analogue of a
Lie group with Lie algebra

Lie(49(E)) = Q°(M,End(E)).

If £: M — End(FE) is a section the pointwise exponential map gives rise to

a gauge transformation u = exp(§). This shows that the gauge group ¥ (E)

is infinite dimensional (unless G is a discrete group or M is a finite set).
Let us denote the space of G-connections on E by

A (E):={V: Q" (M, E) — QY(M,E)|V is a G-connection } .

By Proposition 10.11 this space is nonempty and the difference of two G-
connections is a 1-form on M with values in End(E). Thus o/ (F) is an affine
space with corresponding vector space Q!'(M,End(E)). The gauge group
9 (E) acts on the space of k-forms with values in E in the obvious manner
by composition and it acts on the space of G-connections (contravariantly)
by conjugation. We denote this action by

W'V =u'loVou: QM E)— QY(M,E)
for V € &/(FE) and u € 4(FE). The connection potentials of u*V are
ALY = Vg + s AV € 0L (U, ). (10.31)
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Lemma 10.21. The curvature of the connection u*V is given by
FUV =utoFYoue QO%(M,End(E)) (10.32)
and in the local trivialisations by
FYY = u ' FY uy € Q*(U,, g).
The parallel transport of the connection u*V is given by

‘I)x*v(tl,to) = u(w(tl))_l o (I)fy(tl,to) o u(’)/(to)) : E’y(to) — E’y(tl) (1033)
for every smooth path ~v: I — M and all tg,t; € 1.

Proof. Equation (10.32) follows directly from the definitions. To prove equa-
tion (10.33) we choose a smooth curve v : I — U, and a smooth vector field
s(t) € E, () along v and abbreviate

5i=uls, V= u'V, Aq = uz Y dug + ug Agtia.
In the local trivialization over U, we have

sa(t) = va(v(t) (1)

and
Ba(t) = Ya(y(1) " ul(y(t))s(t)
and hence
5a(t) = ua(y(t))5a(t).

Differentiating this equation we obtain

(VS)a = $a + Aa(¥)sa
d -

= Uq (7)%:504 + (duoz ('Y)'Y) Sa + Aa(V)ua(7)3a

= Ua(7) (%ga + ga(7)§a>
= (u%’sv)a
Thus we have proved that
(V) (uts) = u 1 (Vs). (10.34)

In particular, Vs = 0 if and only if (u*V)(u~'s) = 0. This proves (10.33)
and the lemma 0
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10.2.4 Flat Connections

A connection V : Q°(M, E) — QY (M, E) on a vector bundle 7 : E — M is
called a flat connection if its curvature vanishes. By Proposition 10.17 a
flat connection gives rise to a cochain complex

0 av 1 av 2 av av
P(ME) — Q(M,E) — Q*(M,E) — --- — Q™(M,E). (10.35)
The cohomology of this complex will be denoted by

ker dV : QF(M, E) — QFL(M, E)

HY(M, V) = .
(M, V) im dV : QF=1(M, E) — QF(M, E)

The deRham cohomology of M is the cohomology associated to the trivial
connection V = d on the vector bundle £ = M x R. The cohomology of
the cochain complex (10.35) for a general flat connection V on E is also
called deRham cohomology with twisted coefficients in F. We shall
see that a vector bundle need not admit a flat connection.

To understand flat connections geometrically, we observe that any con-
nection V on a vector bundle 7 : E — M determines a horizontal sub-
bundle H C TFE of the tangent bundle of E. It is defined by

d
H,:=4 —
Vi

for e € E. Note that the function s : R — FE in this definition is a section of
E along the curve v := mos : R — M. The image of H, under the derivative
of a local trivialization ), : 71 (Uy) — U, x V with

s(t)

t=0

s:R—E, s(0)=e, Vs= 0} (10.36)

p:=m(e) € Us
is the subspace
dpo(e)He = {(p,0) € TyM x V[0 + (Aa)p(p)v = O}
Here A, € QY(U,, End(V)) is the connection potential of V.

Theorem 10.22. Let V be a connection on a vector bundle m : E — M.
The following are equivalent.

(i) The curvature of V vanishes.

(ii) The horizontal subbundle H C TE is involutive.

(iii) The parallel transport isomorphism @y(l,O) : Ey) = Ey1) depends
only on the homotopy class of v : [0,1] — M with fized endpoints.
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Proof. We prove that (i) implies (iii). Let pg,p1 € M and
be a smooth homotopy with fixed endpoints

(0)=po, M) =p, 0<ALL

Fix an element ey € E,, and, for 0 < X < 1, denote by sy : [0,1] — E the
horizontal lift of «y through ey. Then it follows from the theory of ordinary
differential equations that the map

[0,1] % [0,1] = E: (A, £) — s(A, £) := sx(t)

is smooth. Let Vys be the covariant dervative of the vector field A — s(A,t)
along the curve X\ — (A, t) with ¢ fixed and similarly with A\ and ¢ inter-
changed. Then

Fv(a,\*y, 0y)s = WVis — iVas (10.37)

This is the analogue of equation (10.26) for sections along 2-parameter
curves. The proof is left as an exercise for the reader. Since Vis = 0,
by defintion, and FV = 0, by (i), we obtain

ViVis = 0.

For ¢ = 1 this implies that the curve [0,1] — E,, : A+ s)(1) is constant.
Thus we have proved that (i) implies (iii).

We prove that (iii) implies (ii). Choose a Riemannian metric on M
and fix an element eg € E. Let Uy C M be a geodesic ball centered at
po = m(ep), whose radius is smaller than the injectivity radius ro of M at
po. Then there is a unique smooth map ¢ : Uy — T}, M such that

exp,, (£(p)) = p, 1€(p)| < 7o

We define a smooth section s : Uy — E over Uy by

8(p) = (I)“/p(lv 0)60 € Ep’ VP(t) = epro(tf(p))

If v : [0,1] — Uy is any smooth curve connecting py to p then v is homo-
topic to v, with fixed endpoints and hence s(v(1)) = ®,(1,0)eg. The same
argument for the restriction of 7 to the interval [0,¢] shows that

s(y(t)) = ®4(t,0)eo, 0<t<L
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Differentiating this equation at ¢ = 1 we obtain

d

ds(p)y(1) = i,

S(V(t)) € Hs(p) .

This holds for every smooth path « : [0, 1] — M with v(0) = pg and v(1) = p.
Since (1) can be chosen arbitrarily we obtain im ds(p) C Hgg,. Since
dim H, () = dim M = dim T, M for every p € M we have

s(po) = eo, imds(p) = Hyp,y Y p € Up.

Thus we have found a submanifold of E through ey that is tangent to H.
Hence H is integrable and, by the Theorem of Frobenius, it is therefore
involutive. Thus we have proved that (iii) implies (ii).

We prove that (ii) implies (i). A vector field X € Vect(M) has a unique
horizontal lift X# € Vect(F) such that

droX# =Xom, X*#(e)e H, YecE.
We show that the Lie bracket of two such lifts is given by
(X7, Y7](e) = [X,Y]"(e) + FY (X(m(e)), Y (n(e))).- (10.38)

This equation is meaningful because FV (X(7(e)),Y (n(e)) € E. C T.E.
To prove (10.38) we observe that the restriction of X# to 7~ 1(U,) is the
pullback under v, of the vector field X7 € Vect(U, x V') given by

X7 (p,v) = (X(p), —(4a 0 X)(p)0)
for p € U, and v € V. Hence pr; o [XZ,Yd] = [X,Y] and

pro[XZ Y ](p,v) = (Aa 0 X)(p)(Aa 0 Y)(p)v
—Ly(Aq o X)(p)v
—(Aa 0 Y)(p)(Aa o X)(p)v
+Lx(Aq oY) (p)v
= [Aa(X(p)), Aa (Y (p))]v
+d Ao (X (p), Y (p))v — Aa([X, Y](p))v
= Fa(X(p), Y (p))v = Aa([X, Y](p))v-
Here the second equation follows from (10.9) for the trivial connection on
Uy x End(V) and the last equation follows from (10.23). This proves (10.38).
It follows immediately from (10.38) that the connection V is flat whenever

the horizontal subbundle H C TF is involutive. Thus we have proved
that (ii) implies (i). This proves the theorem. O



10.2. CURVATURE 157

Fix a vector space V and a Lie subgroup G C GL(V). Every flat G-
connection V on a vector bundle 7 : F — M with structure group G gives
rise to a group homomorphism

pV : 7T1(Map0) - Ga
defined by

p¥ (7) := Ya(po) © B (1,0) 0 Y (po) ' € G € GL(V) (10.39)

for every smooth loop « : [0,1] — M with endpoints v(0) = (1) = po. Here
VYo : T HUy) — Uy x V is a local trivialization with pg € U,. By Proposi-
tion 10.11, the right hand side of (10.39) is an element of the structure group
G and, by Theorem 10.22, it depends only on the homotopy class of v with
fixed endpoints. The notation pV is slightly misleading as the homomor-
phism depends on a choice of the local trivialization .. However, different
choices of the local trivialization result in conjugate homomorphisms. More-
over, different choices of the base point result in conjugate representations,
by equation (10.11). And Lemma 10.21 shows that the gauge group ¢(FE)
acts on the space @/1%*(E) of flat G-connections on E and that the rep-
resentations p¥ and p* Vv are conjugate for every V € & ﬂat(E) and every
u € 9(E). Thus the correspondence V + pV defines a map

%ﬂat(E) — JZ7ﬂat(E) N Hom(ﬂ-l(M)?G).

104
Y(E) conjugacy (10.40)

This map need not be bijective as different representations p : m (M) — G

may arise from flat connections on non-isomorphic G-bundles. However it
extends to a bijective correspondence in the following sense.

Exercise 10.23. Prove the following assertions.
(T) For every homomorphism p : m1 (M) — G there is a flat G-connection V
on some G-bundle E — M such that pV is conjugate to p.
(II) If (E,V) and (E', V') are flat G-bundles with fibers isomorphic to V'
such that p¥ and pV' are conjugate then (E, V) and (E’, V') are isomorphic.
In particular, the map (10.40) is injective.
Hint: Use parallel transport to prove (II). To prove (I) choose a universal
cover M — M and define F as the quotient

_ MxV

— m(M,po)’
Here the fundamental group acts on V' throught p. Sections of E are p-

equivariant maps s : M — V. As the additive group R is isomorphic to
GL™(R) via the exponential map, this gives another proof of Exercise 8.74.
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10.3 Chern—Weil Theory

10.3.1 Invariant Polynomials

We assume throughout that V' is a real vector space and G C GL(V) is
a Lie subgroup with Lie algebra g := Lie(G) C End(V). An invariant
polynomial of degree d on g is a degree-d polynomial p : g — R such that

p(gég™) = p(&) (10.41)

for every £ € g and every g € G. The polynomial condition can be expressed
as follows. Choose a basis ey, ..., en of g and write the elements of g as

N . .
£=) te, EER
=1

Then a polynomial of degree d on g is a map of the form

p&) = ag, &= () () (), (10.42)
lv|=d
where the sum runs over all multi-indices v = (v4,...,vy) € Név satisfying

v =1+ +--+uvy=d.

Definition 10.24. Let p : g — R be an invariant polynomial of degree
d. Let m : E — M be a vector bundle with structure group G and local
trivializations

Vo 1 HUy) = Uy x V.
Let V be a G-connection on EE. We define the differential form

p(FY) € Q*(M)
as follows. Let F, € Q%(U,,g) be given by (10.23) and write

N
=: Zwéei, W € Q2(U,).
i=1

If p has the form (10.42) we define

p(FV) |y, = Z a,we, Wl = (WA W) A A (W)

(0% (6%
lv[=d

It follows from (10.24) and the invariance of p that these definitions agree
on the intersection U, NUg for all o and . The reader may verify that the
differential form p(FV) € Q%4(M) is independent of the choice of the basis
of g used to define it.
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10.3.2 Characteristic Classes

Theorem 10.25 (Chern—Weil). Let p: g — R be an invariant polynomial
of degree d and m: E — M be a vector bundle with structure group G.

(i) The form p(FY) € Q%4(M) is closed for every G-conection V on E.

(ii) The deRham cohomology class of p(FY) € Q2¥(M) is independent of
the choice of the G-conection V.

(iii) If f : M’ — M is a smooth map then p(FI™V) = f*p(FV).

By Theorem 10.25 every invariant polynmial p : g — R of degree d on the
Lie algebra of the structure group G determines a characteristic deRham
cohomology class

p(E) = [p(FYV)] € H* (M)

for every vector bundle 7 : E — M with structure group G. Namely, by
Proposition 10.11, there is a G-connection V on F and, by Theorem 10.25,
the differential form p(FY) € Q24(M) associated to such a connection is
closed and its cohomology class is independent of V. It follows also from
Theorem 10.25 that the characteristic classes of G-bundles over different
manifolds are related under pullback by smooth maps f : M’ — M via

p(f"E) = ["p(E).

Since p(FY) = 0 for every flat G-connection V, a G-bundle with a nontrivial
characteristic class does not admit a flat G-connection.

Proof of Theorem 10.25. We prove (i). The Lie bracket on g determines
structure constants cfj € R such that

N
k .o
lei,ej] = E CijChs i,j=1,...,N.
k=1

It follows from the invariance of the polynomial that

p(exp(tn)€ exp(—n)) = p(§)

for all £,n € g and all t € R. Differentiating this identity at ¢t = 0 we obtain

WO = G| plesplinéesp(—n) =0
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For Kk =1,..., N define the polynomial p; : g — R of degree d — 1 by
Pi(8) := dp(&)ex

Then, for i =1,..., N, we have

N N
0 =dp(&)[ei, ] = > &dp(©)ei,es) = Y cielpi(€).
j=1 Jk=1

Replacing £ by the 2-form
N .
Wo = Zwéei =FY € Q*(Uy, 9)
i=1

of Definition 10.24 we obtain

m
cipr(wa) Awl,,  i=1,...,N. (10.43)
jk=1

Now write the connection potentials AY € Q(Ug,g) in the form
N
AY = Za;ei, al, e QYU,).
i=1

Then the Bianchi identity takes the form
0=(dVFY), =dFy +[AY NEY]
N
(dwk)er, + Z al, Awl e, ]
ij=1
N

. b ,
dwg, + Cijn Nwh | ek

M= 1M

T
I

i,5=1
Hence

N
dwb + Y Kl Awl =0,  k=1,...,N. (10.44)
ij=1

Combining equations (10.43) and (10.44) we obtain

N N

d(p(wa)) = Zpk(wa) A dwy = — Z cfjpk(wa) Aai, Awl = 0.

k=1 ij k=1
Here the first equation is left as an exercise for the reader, the second equa-
tion follows from (10.44), and the last equation follows from (10.43). Thus
we have proved (i).
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We prove (ii). Let V? and V! be two G-connections on E with con-
nection potentials AY € Q1(U,,g) and AL € Q' (U,,g), respectively. Then
Proposition 10.11 shows that, for ¢t € R, the operator

Vi=1-t)V'+tVv Q' (M, E) — QY(M,E)
is a G-connection on FE with connection potentials
Al =tAL + (1 -1)A° € QY (U,, 9).

Define a connection V on the vector bundle E := E x R over M := M x R
as follows. The local trivializations are given by

Yo 1™ (Ua) X R = (Ua x R) XV, t(e,t) := ((p,1), pr2 0 Ya(e)).
The connection potentials of V in these trivializations are the 1-forms
Ao € Ua xR,0),  (Aa) gy (B:1) = (A0)p(P)
for p € Uy, p € T,M, and t,t € R. Then

FY = FY' — 9,AL A dt € Q2(Uy x R, g)

and hence _
p(FV) =w(t)+7(t) Ndt € QQd(M x R),
where
w(t) == p(FV') e (M), teR,
and

R — QXYM t > 7(t)

is a smooth family of (2d — 1)-forms on M. By (i) the 2d-form p(Fe) on
M = M xR is closed. Thus, by equation (8.12) in the proof of Lemma 8.31,
we have

0 = dM*Bp(FV) = dMu(t) + (d™ B(t) + Brw(t)) A dt.
This implies dyw(t) = —dM B(t) for every t and hence

1 1
vh _ VY = w(1) — w(0) = rom = —d" :
p(EY) = p(FY") = w(1) - w(0) /0 dom(t)dt = —d /O B(t) dt

Thus p(FV') — p(FV") is exact and this proves (ii).
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We prove (iii). In Section 10.1.5 we have seen that the curvature of the
pullback connection f*V is in the local trivializations f*i, given by the
2-forms

F{Y = fFY € QY(f 7 (Ua), 9)-
Hence it follows directly from the definitions that p(Ff"V) = f*p(FV). This
proves (iii) and the theorem. O
10.3.3 The Euler Class of an Oriented Rank-2 Bundle

Let 7 : E — M be an oriented Riemannian real rank-2 bundle over a smooth
manifold. By Example 10.13 E is a vector bundle with structure group

wa-(-(1 1)

Its Lie algebra consists of all skew-symmetric real 2 x 2-matrices:

== (1) pes)

The linear map e : s0(2) — R defined by

a,c € R, a2+02:1}.

-
e(§) == o
is invariant under conjugation. (However, e(g~'¢g) = —e(¢) whenever

g € O(n) has determinant —1. Thus we must assume that F is oriented.)
Hence there is a characteristic class

e(E) = [e(FY)] € H*(M), (10.45)

where V is Riemannian connection on E. If we change the Riemannian
structure on E then there is an orientation preserving automorphism of E
intertwining the two inner products. (Prove this!) Thus the characteristic
class e(F) is independent of the choice of the Riemannian metric. We prove
below that (10.45) is the Euler class of E whenever M is a compact oriented
manifold without boundary. Thus we have extended the definition of the
Euler class of an oriented real rank-2 bundle to arbitrary base manifolds.

Theorem 10.26. If E is an oriented real rank-2 bundle over a compact
oriented manifold M without boundary then (10.45) is the Euler class of E.
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Proof. Choose a smooth section s : M — FE that is transverse to the zero
section and denote

Q = s 1(0).

Choose a Riemannian metric on M and let
. 1
exp: TQ; — U:

be the tubular neighborhood diffeomorphism in (9.18). Multiplying s by a
suitable positive function on M we may assume that

peM\U.s S s(p)| = 1.
Next we claim that there is a Riemannian connection V on E such that
Vs=0 on M\ U,p. (10.46)

To see this, we choose on open cover {U,} of M such that one of the sets is
Uy = M\U, /3 and E admits a trivialization over each set U,. In particular,
we can use s to trivialize E over U,,. Next we choose a partition of unity
where po, =1 on M \ U /. Then the formula (10.6) in Step 6 of the proof
of Proposition 10.3 defines a Riemannian connection that satisfies (10.46).
It follows from (10.46) that FVs =dYVs=0on M\ U.. Since FV is a
2-form with values in the skew-symmetric endomorphisms of £ we deduce
that

FV=0 on M\U.p. (10.47)
The key observation is that, under this assumption, the 2-form
.= exp*e(FY) € QX(TQL)

is a Thom form on the normal bundle of (). With this understood we obtain
from Lemma 9.35 with 79 = e¢(FV) that

/Mw/\e(FV):/Qw:/Mw/\s*T

for every closed form w € Q™ 2(M) and every Thom form 7 € Q2(E),
where the last equation follows from Theorem 9.47. By Poincaré duality
in Theorem 8.38 this implies that e(FY) — s*7 is exact, which proves the
assertion. Thus it remains to prove that 7. is indeed a Thom form on TQ*.
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To see this, fix a point gy € () and choose a positive orthonormal basis
u,v € Ty QF, lu| = |v| =1, (u,v) = 0.
We define a smooth map « : D — U, on the closed unit disc D C R? by
v(2) := exp,, (e(zu + yv)).

for 2 = (,y) € D. (The exponential map extends to the closure of TQZ.)
This is an orientation preserving embedding of D into a fiber of the normal

bundle mj‘ followed by the exponential map. The integral of the 2-form
e(FV) over v is given by

/Dy*e(Fv) :/De(F’Y*V):L

Here the first equality follows from (iii) in Theorem 10.25 and the second
equality follows from Lemma 10.27 below by choosing a positive orthonormal
trivialization of the pullback bundle v*E — D (for example via radial paral-
lel transport). Hence 7,7 = 1 and this proves the theorem. O

Lemma 10.27. Let D C R? be the closed unit disc with coordinates z =
(z,y) and let s : D — R? and &, : D — s0(2) be smooth functions. Suppose
that

s(z) =0, forz=0,

s(z) £0, forz#0, det(ds(0)) > 0,

s(z)] =1, for |z| > 1/2,
and that the Riemannian connection

Vi=d+ A, A= &dx + ndy € QY(D, 50(2))

satisfies Vs =0 for |z| > 1/2. Then

/De(FV) = 1.

Proof. Identify R? with C via z = z + iy and think of s as a vector field
on D. For 0 < r < 1 define the curve v, : S' — S! by

%(eie) = S(rew).

Then the index formula for vector fields shows that

1 2m L
1 =deg(y) = %/0 v (0)714,.(0) db, 1/2<r<1. (10.48)

To sce this, choose a smooth function ¢ : R — R such that ,(8) = €l for
all 8. Then ¢(0 + 27) = ¢(0) + 27 deg(y,) and this proves (10.48).
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At this point it is convenien to identify so(2) with the imaginary axis
via the isomorphism

L:50(2) — iR, L<< 2 _3 >> = i\

Thus ¢ € 50(2) acts on R? 22 C by multiplication with ¢(¢) and

o(FY) = cou(FY) = Sodi(A), u(A) = u(€)de + o) dy.

The condition Vs = 0 for |z| = 1 takes the form
os(el”) +1(E(e”))s(e) =0, Fys(e”) + u(n(e!))s(e!’) = 0
and this gives 41 (0) = (sin(8)c(£(e'?)) — cos(0)c(n(el?))) 1 (6). Hence

/De(FV) = 3 lD)dL(A) = %/Sl (¢(&) dz + u(n) dy)

i 2

_ (cos(B)e(n(e?)) — sin(8)u(€(e!%))) do

27(' 0
i 2

= —— 14 =1.
o7 /. Y1(0)" " 41(0) do

The last equation follows from (10.48) and this proves the lemma. g

Corollary 10.28. An oriented Riemannian rank-2 vector bundle E over
M admits a flat Riemannian connection if and only if its Euler class e(E)
vanishes in the deRham cohomology group H?(M).

Proof. If E admits a flat Riemannian connection V then e(FV) = 0 and
hence its Euler class vanishes by Theorem 10.26. Conversely, suppose that
e(E) = 0 and let V be any Riemannian connection on E. Then e(FV) is
exact. Hence there is a 1-form a € Q' (M) such that e(FY) = da. Since the
linear map e : s0(2) — R is a vector space isomorphism there is a unique
I-form A € Q'(M,End(E)) such that e(A) = a. Hence V — A is a flat
Riemannian connection. This proves the corollary. U

Exercise 10.29. Let 7 : E — M be an oriented real rank-2 bundle over a
connected simply connected manifold M with vanishing Euler class e(E) = 0
in deRham cohomology. Prove that £ admits a global trivialization. Hint:
Use the existence of a flat Riemannian connection in Corollary 10.28.
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10.3.4 Two Examples
Example 10.30. Consider the vector bundle

2 2
B = S%R — RP?

where the equivalence relation on S? x R? is given by (z,¢) ~ (—z,—()
for x € S? and ¢ € R%. By the Borsuk-Ulam Theorem this vector bundle
does not admit a nonzero section and hence has no global trivialization.
It is oriented as a vector bundle (although the base manifold RP? is not
orientable) and its Euler class vanishes in the deRham cohomology group
H?(RP?) = 0. Exercise: Find a flat Riemannian connection on E.

Example 10.30 shows that the assertion of Exercise 10.29 does not extend
non simply connected manifolds. The problem is that the Euler class in
Chern—Weil theory is only defined with real coefficients. The definition of
the Euler class can be refined with integer coefficients. This requires a
cohomology theory over the integers which we do not develop here. The
Euler class of an oriented rank-2 bundle is then an integral cohomology
class. In particular, H?(RP?;7Z) = 7Z/2 and the Euler class of the bundle
in Example 10.30 is the unique nontrivial element of H2(RP?;Z). More
generally, oriented rank-2 bundles are classified by their Euler classes in
integral cohomology: two oriented rank-2 bundles over M are isomorphic if
and only if they have the same Euler class in H2(M;Z).

Example 10.31 (Complex Line Bundles over the Torus). A complex
line bundle over the torus T™ = R /Z™ can be described by a cocycle

Zm — C®R™, SY) : kv ¢y,

which satisfies

Pre(2) = b2 + k)i ()

for x € R™ and k, ¢ € Z™. The associated complex line bundle is

_Rmx(C

E¢ . Zm s

A section of Ey is a smooth map s : R™ — C such that

s(@+ k) = ¢x(@)s(@)

for z € R™ and k € Z™.
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A Hermitian connection on Ey4 has the form
n .
V=d+A, A=) Az)dd,
i=1
where the functions A; : R™ — iR satisfy the condition

A+ K) - Aw) = —on() " 22 )

for all x € R™ and all £ € Z™. This can be used to compute the Euler class
of the bundle.

For example, any integer matrix B € Z™*™ determines a cocycle
$B(x) = exp(2rik! Bx). (10.49)
A Hermitian connection on Eyp is then given by
m . .
VP=d+A,  A:i=-2rm) a'Bjdal. (10.50)
i,j=1
Its curvature is the imaginary valued 2-form

FY’ =dA = -2ri > (By — Bj;) da' A da.

1<j
Hence the bundle E%” has the Euler class

e(Eyp) = Y  Cyjlda’ Ada’] € H(T™),  C:=B-B".
1<j

This bundle admits a trivialization whenever B is symmetric and it admits
a square root whenever B is skew-symmetric. (Prove this.) Another cocycle
with the same Euler class is given by

or(z) = e(k)exp(mik? Cx),  e(k +€) = e(k)e(l) exp(mik? CY),
with e(k) = £1. If C = B — BT then the numbers
(k) = exp(nik? Bk)

satisfy this condition.



168 CHAPTER 10. CONNECTIONS AND CURVATURE

Two cocycles ¢ and v are called equivalent if there is a function
uw:R™ — St

such that
() = ule + k)~ gp(z)u(@)

for all x € R™ and k € Z™. We claim that every cocycle ¢ is equivalent to
one of the form (10.49). To see this, we use the fact that every 2-dimensional
deRham cohomology class on T™ with integer periods can be represented by
a 2-form with constant integer coefficients (see Example 8.48). This implies
that there is a skew-symmetric integer matrix C = —CT € Z™ ™ such that
the Euler class of Ey is e(Ey) = >, Cyj [dz? A dz7]. Now the argument in
the Proof of Corollary 10.28 shows that there is Hermitian connection V on
E4 with constant curvature

FY = —2mi ) " Cijdz’ Ada’.

i<j

Choose an integer matrix B € Z™*™ such that C = B — BT and consider
the connection V¥ in (10.50). It has the same curvature as V and hence
V = VP 4 d¢ for some function & : R™ — iR. Then u := exp(&) : R™ — S1
transforms ¢ into ¢. Exercise: Fill in the details. Prove that the complex
line bundles £y and Ey, associated to equivalent cocycles are isomorphic.

10.4 Chern Classes

10.4.1 Definition and Properties

We have already used the fact that a complex Hermitian line bundle can
be regarded as an oriented real rank-2 bundle. Conversely, an oriented real
Riemannian rank-2 bundle has a unique complex structure compatible with
the inner product and the orientation, and can therefore be considered as a
complex Hermitian line bundle. In this setting a Hermitian connection
is the same as a Riemannian connection. In the complex notation the curva-
ture F'V of a Hermitian connection is an imaginary valued 2-form on M, the
Bianchi identity asserts that it is closed, and the real valued closed 2-form

LFY e 0?(M)

e(FV) " or

is a representative of the Euler class. (See Lemma 10.27.) This is also the
first Chern class of E, when regarded as a complex complex line bundle.
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More generally, the Chern classes of complex vector bundles are char-
acteristic classes in the even dimensional cohomology of the base manifold.
They are uniquely characterized by certain axioms which we now formulate
in our deRham cohomology setting. We will see that, in order to compute
the Chern classes of specific vector bundles, it suffices in many cases to
know that they exist and which axioms they satisfy, without knowing how
they are constructed. Just as in the case of the Euler class, the definition
of the Chern classes can be extended to cohomology theories with integer
coefficients, but this goes beyond the scope of the present manuscript.

Theorem 10.32 (Chern Class). There is a unique functor, called the
Chern class, which assigns to every complexr rank-n bundle 7 : E — M
over a compact manifold a deRham cohomology class

c(E) =co(E) +c1(E)+--- +cp(E) € H (M)
with
ci(E) € H* (M), co(E) =1,
and satisfies the following axioms.
(Naturality) Isomorphic vector bundles over M have the same Chern class.
(Zero) The Chern class of the trivial bundle E = M x C™ is ¢(E) = 1.

(Functoriality) The Chern class of the pullback of a complex vector bundle
w: B — M under a smooth map is the pullback of the Chern class of E:

o(f*E) = fe(E).

(Sum) The Chern class of the Whitney sum Fy ® Es of two complex vector
bundles over M is the cup product of the Chern classes:

C(El D Eg) = C(El) U C(EQ).

(Euler Class) The top Chern class of a complex rank-n bundle 7w : E — M
over a compact oriented manifold M without boundary is the Euler class

cn(E) = e(E).

It follows from the (Euler Class) axiom that the anti-tautological line
bundle H — CP" with fiber Hy = ¢* over £ € CP" has first Chern class

c1(H) = h € HX(CP"™) (10.51)

where h is the positive integral generator of H?(C'P™) whose integral over
the submanifold CP! ¢ CP” with its complex orientation is equal to one.
(See Theorem 9.51.) In fact, the proof of Theorem 10.32 shows that the
Euler Class) axiom can be replaced by the (Normalization) axiom (10.51).
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10.4.2 Construction of the Chern Classes

We now give an explicit construction of the Chern classes via Chern—Weil
theory which works equally well for arbitrary base manifolds M, compact
or not. We observe that every complex vector bundle £ admits a Hermitian
structure and that any two Hermitian structures on F are related by a
complex automorphism of E (see Example 10.15 and Exercise 10.16). A
Hermitian vector bundle of complex rank n is a vector bundle with structure
group
G=U(n)={geC"|g'g=1}.

Here g* := g” denotes the conjugate transpose of g € C"*". The Lie algebra
of U(n) is the real vector space of skew-Hermitian complex n x n-matrices

g=u(n) ={{eC™" | +£=1}.

The eigenvalues of a matrix £ € u(n) are imaginary and those of the matrix
i¢/2m are real. The kth Chern polynomial

ck tu(n) > R

is defined as the kth symmetric function in the eigenvalues of i{/27. Thus

cp(§) = Z Ty Tig =" Ty,

11 <t <--<ip
where the real numbers x1, . .., z,, denote the eigenvalues of i /27 with repe-
titions according to multiplicity. In particular, we have
Co (5) =1,

a(§) = sz = trace <%> ,
ca(€) =) mixj,

1<J
cn(§) =z -+ - )y, = det <21—§> .

™

Thus ¢ : u(n) — R is an invariant polynomial of degree k and we define the
kth Chern class of a rank-n Hermitian vector bundle = : E — M by

cr(E) == [ex(FY)] € H*(M), (10.52)

where V is a Hermitian connection on F. By Theorem 10.25 this cohomology
class is independent of the choice of the Hermitian connection V. We will
now prove that these classes satisfy the axioms of Theorem 10.32.
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10.4.3 Proof of Existence and Uniqueness

We begin with a technical lemma which will be needed later in the proof. It
is the only place where the compactness assumption on the base enters the
proof of Theorem 10.32

Lemma 10.33. FEvery complex vector bundle over a compact manifold M
admits an embedding into the trivial bundle M x CV for some N € N.

Proof. Let m: E — M be a complex rank-n bundle over a compact manifold.
Choose a system of local trivializations

Yy s H(U) = Uy x €T, i=1,...,4,

such that the U; cover M, and a partition of unity p; : M — [0, 1] subordi-
nate to this cover. Define the map ¢ : F — M x C by

(e) = (m(e), pr(m(e)pra(thr(€)), . pulr(€)pra(tn(e)) )

This map is a smooth injective immersion (verify this), restricts to a linear
embedding into {p} x C** on each fiber E,, and it is proper (verify this as
well). This proves the lemma. 0

Proof of Theorem 10.32. The cohomology classes (10.52) are well defined
invariants of complex vector bundles, because every complex vector bundle
admits a Hermitian structure and any two Hermitian structures on a com-
plex vector bundle are isomorphic (see Exercise 10.16). That these classes
satisfy the (Naturality) and (Zero) axioms follow directly from the defini-
tions and that they satisfy the (Functoriality) axiom follows immediately
from Theorem 10.25. To prove the (Sum) axiom we observe that the Chern
polynomials are the coeflicients of the characteristic polynomial

pi(€) := det <11 4428 ) = i cr(E)tF.

prs
k=0
In particular, for t = 1, we have
o(€) = ;;)Ck(g) = 1‘[1(1 + ;) = det (11 + %>

and hence

c(§@n) = c(€)e(n)
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for the direct sum of two skew-Hermitian matrices. This implies
C(FV1EBV2) — C(FVl ey FVQ) — C(FVI) A C(FVQ)

for the direct sum of two Hermitian connections on two Hermitian vector
bundles over M and this proves the (Sum) axiom.

It remains to prove the (Euler Class) axiom. By Theorem 10.26 the first
Chern class of a complex line bundle is equal to the Euler class in H?(M).
With this understood, it follows from the (Sum) axiom for the Euler class
(Theorem 9.50) and for the Chern class (already established) that the (Euler
Class) axiom holds for Whitney sums of complex line bundles.

An example is the partial flag manifold

Fn ) = { (4o

A; is a complex subspace of CV,
dimcA; =14, A gpC AL C---CA, ’

There is a complex rank-n bundle E(n, N) — F(n, N) whose fiber over the
flag Ag € Ay C --- C A, is the subspace A,. It is a direct sum of the
complex line bundles L; — F(n,N), i = 1,...,n, whose fiber over the same
flag is the intersection A; ﬂAZ{ 1- Hence it follows from what we have already
proved that the top Chern class of the bundle E(n,N) — F(n, N) agrees
with its FEuler class:

cn(E(n,N)) = e(E(n,N)) € H**(F(n,N)).
Now consider the Grassmannian
G (CY) = {AC CY | A is an n-dimensional complex subspace }
of complex n-planes in CV. Tt carries a tautological bundle
E,(CN) = G, (C)

whose fiber over an n-dimensional complex subspace A C C¥ is the subspace
itself. There is an obvious map

7 F(n, N) = G,(CM)

which sends a partial flag Ag C A; C --- C A, in CV with dimc A; =i to
the subspace A,,. We have

7 E,(C") = E(n,N)
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and hence, by (Functoriality),
T cn(En(CN)) = cp(E(n, N)) = e(E(n,N)) = n*e(E,(CN)).
At this point we use (without proof) the fact that the map
7 H*(G,(CN)) — H*(F(n,N)) (10.53)
is injective. This implies
cn(En(CV)) = e(E,(CY)) € H™(G,(CY)) (10.54)

for every pair of integers N > n > 0.

By Lemma 10.33 below, a complex line bundle # : £ — M over a
compact manifold can be embedded into the trivial bundle M x CVN for a
suitable integer N € N. Such an embedding can be expressed as a smooth
map

f:M — G, (CM)

into the Grassmannian of complex n-planes in CV such that F is isomorphic
to the pullback of the tautological bundle E,(C") — G,(C"). Hence it
follows from (10.54) and (Functoriality) that

cn(B) = fren(En(CY)) = fre(Bn(CY)) = e(E).

This proves the existence of Chern classes satisfying the five axioms.

To prove uniqueness, we first observe that the Chern classes of complex
line bundles over compact oriented manifolds without boundary are deter-
mined by the (Euler Class) axiom. Second, the Chern classes of the bundle
E(n,N) are determined by those of line bundles via the (Naturality) and
(Sum) axioms, as it is isomorphic to a direct sum of complex line bundles.
Third, the Chern classes of the bundle E,(CY) are determined by those
of E(n,N) via (Functoriality), because the homomorphism (10.53) is in-
jective. Fourth, the Chern classes of any complex vector bundle E over a
compact manifold M are determined by those of E,(CN) via (Naturality)
and (Functoriality), as there is a map

fi M — Gp(CY)
for some N such that F is isomorphic to the pullback bundle f*E,, (CV):
E = f*E,(CY).

This proves the theorem. O
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We remark that the map
71 F(n,N) = G, (CN)

is a fibration with fibers diffeomorphic to the flag manifold F(n,n). One
can use the spectral sequence of this fibration to prove that the map (10.53)
is injective. This can be viewed as an extension of the Kiinneth formula,
but it goes beyond the scope of the present manuscript. For details see Bott
and Tu [2].

We also remark that Theorem 10.32 continues to hold for noncompact
base manifolds M. The only place where we have used compactness of M
is in Lemma 10.33, which in turn was used for proving uniqueness. If we re-
place the Grassmannian with the classifying space of the unitary group U(n)
(which can be represented as the direct limit of the Grassmanians G, (C)
as N tends to 0o), then complex rank-n bundles over noncompact manifolds
M can be represented as pullbacks of the tautological bundle under maps
to this classifying space or, equivalently, be embedded into the product of
M with an infinite dimensional complex vector space. This can be used
to extend Theorem 10.32 to complex vector bundles over noncompact base
manifolds or, in fact, over arbitrary topological spaces.

Exercise 10.34 (Euler Number). Let 7 : E — M be a complex rank-n
bundle over compact oriented 2n-manifold without boundary. Show directly
that the top Chern number

/M en(E) = /M det <%FV> _ ngop (. 5)

is the Euler number of E, without using the (Euler Class) axiom. Hint:
Assume s is transverse to the zero section and let p; be the zeros of s.
Show that s can be chosen with norm one outside of a disjoint collection of
neighborhoods U; of the p; and that the connection can be chosen such that
Vs = 0 on the complement of the U;. Show that

det(iFV/2r) =0 on M\|JU

Now use the argument in the proof Lemma 10.27 to show that

/Ui det <éFv> = 1(pi, 9)

for each 1.
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Exercise 10.35 (First Pontryagin Class). Let 7 : E — M be a real
vector bundle and consider the tensor product £ ®g C. This is a complex
vector bundle and Pontryagin classes of E are defined as the even Chern
classes of F @ C:

pi(E) := (=1)cy(FE ®@r C) € HY(X).
Show that the odd Chern classes of ¥ ®g C vanish. Show that
p1(E) = c1(E)? —2¢2(E)

whenever F is itself a complex vector bundle. If E is a Hermitian vector
bundle and V is a Hermitian connection on E show that the first Pontryagin
class can be represented by the real valued closed 4-form ﬁtrace(F VAFEY):

p(E) = % [trace (FY A FY)] € HY(M). (10.55)

Hint: The endomorphism valued 4-form FV A FV € Q* M,End(E)) is
defined like the exterior product of scalar 2-forms, with the product of real
numbers replaced by the composition of endomorphisms. Express the 4-
form (10.55) in the form p; (FV) for a suitable invariant degree-2 polynomial
p1:u(2) - R.

10.4.4 Tensor Products of Complex Line Bundles

Let
7T1:E1—>M, 7T2:E2—>M

be complex line bundles and consider the tensor product

E =F ®Fy:= {(p731 ®62)

peE M, e € Ey, es € Fy,
7T1(€1) =7T2(€2) =p '

This is again a complex line bundle over M and its first Chern class is the
sum of the first Chern classes of F; and FEs:

Cl(El ® EQ) = (El) + Cl(EQ). (1056)

(Here we use the formula (10.52) as the definition of the first Chern class in
the case of a noncompact base manifold.) To see this, we choose Hermitian
structures on F{ and F- and Hermitian local trivializations over an open
cover {Uy }o of M with transition maps g; go : Us MUz — U(1) = S'. These
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give rise, in an obvious manner, to a Hermitian structure on the tensor
product ¥ = E71 ® E9 and to local trivializations of E with transition maps

gﬁa = gl,ﬁa . 927ﬁa . Ua N UB — Sl.

For i = 1,2 choose a Hermitian connection V; on E; with connection po-
tentials A; o € OY(U,,iR). They determine a connection V on E via the
Leibnitz rule

V(s1 ® s2) := (V151) @ 52+ 51 ® (Vas2)

for s; € QO(M, Ey) and s € Q°(M, E5). The connection potentials of V are
Ay = Ap o+ Ay, € QY U, iR).

Hence the curvature of FV is given by
FV = FV1 £ FV2 € Q*(M,iR).

In fact, the restriction of F'V to U, is just the differential of A,. Since ¢1(F)
is the cohomology class of the real valued closed 2-form 5-F Ve Q2(M),
this implies equation (10.56).

Example 10.36 (The Inverse of a Complex Line Bundle). Let E — M
be a complex line bundle with transition maps gg, : UsNUg — C* = C\ {0}.
Then there is a complex line bundle E~! — M, unique up to isomorphism,
with transition maps 95_; : Uy NUg — C*. Its tensor product with £ is
isomorphic to the trivial bundle. Hence it follows from equation 10.56 that

Cl(E_l) = —Cl(E).

Example 10.37 (Complex Line Bundles over CP"). For d € Z consider
the complex line bundle

SQn-l—l % C
= T
For d = 0 this is the trivial bundle, for d > 0 it is the d-fold tensor product

of the line bundle H — CP™ in Theorem 9.51, and we have H~¢ = (H9)~1,
Hence, by Theorem 9.51, equation (10.56), and Example 10.36, we have

H?: — CP", [20:21::2n;C] =[N20: Az ---:)\zn;AdC].

ci(HY = dh

for every d € Z. Here h € H?(CP") is the positive integral generator with
integral one over the submanifold CP! ¢ CP".
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10.5 Chern Classes in Geometry

10.5.1 Complex Manifolds

A complex n-manifold is a real 2n-dimensional manifold X equipped with
an atlas ¢, : U, — C™ such that the transition maps

950 ¢n" : Ga(Ua NUg) = ¢3(Ua N Up)

are holomorphic maps between open subsets of C™. This means that the
real derivative of ¢g o #51 at every point is given by multiplication with a
complex n X n-matrix. A complex 1-manifold is called a complex curve
and a complex 2-manifold is called a complex surface. Thus a complex
curve has real dimension two and a complex surface has real dimension four.
Complex manifolds are always oriented and their tangent bundles inherit
complex structures from the coordinate charts. Thus the tangent bundle
TX of a complex manifold has Chern classes. If X is a complex n-manifold
with an atlas as above, a smooth function f : U — C on an open subset
U C X is called holomorphic if f o ¢! : ¢o(U NU,) — C is holomorphic
for each a. Equivalently, the derivative df (p) : T,X — C is complex linear
for every p € U.

Example 10.38 (The Chern Class of CP"). The complex projective
space CP™ is a complex manifold and hence its tangent bundle has Chern
classes. In the geometric description of CP™ as the space of complex lines
in C"*! the tangent space of CP™ at a point £ € CP" is given by

T,CP"™ = Hom® (¢, ).

Geometrically, every line in C"*! sufficiently close to ¢ is the graph of a
complex linear map from ¢ to ¢*. Moreover, each complex linear map from
{ to itself is given by multiplication with a complex number. In other words,
Hom®(¢,#) = C and so there is an isomorphism

T,CP" ® C = Hom® (¢, ¢+ @ ¢) = Hom®(¢,C")

Thus the direct sum of TCP™ with the trivial bundle H° = CP" x C is the
(n+1)-fold direct sum of the bundle H — CP" in Theorem 9.51 with itself:

TCP"aH =HeoH®---® H.

n+1 times

Since ¢(H) = 1+ h it follows from the (Zero) and (Sum) axioms that
c(TCP™) = (1 + h)"™,

where h € H2(CP™) is the positive integral generator as in Theorem 9.51.
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10.5.2 Holomorphic Line Bundles

A holomorphic line bundle over a complex manifold X is a complex line
bundle 7 : F — X equipped with local trivializations such that the tran-
sition maps ggo : Uo NUg — C* = C\ {0} are holomorphic. A holomor-
phic section of such a holomorphic line bundle £ is a section s : X — C
that, in the local trivializations, is represented by holomorphic functions
Sa : Uy — C. This notion makes sense because the s, are related by

S = JBaSa

on U,NUg and the gg, are holomorphic. If we choose a Hermitian structure
on a holomorphic line bundle and Hermitian trivializations, the transition
maps will no longer be holomorphic, by the maximum principle, unless they
are locally constant. It is therefore often more convenient to use the original
holomorphic trivializations.

Example 10.39 (Holomorphic Line Bundles over CP™). The line bun-
dle H* — CP" in Example 10.37 admits the structure of a holomorphic line
bundle. More precisely, the standard atlas ¢; : U; — C™ defined by

Ui::{['zO‘“‘izn]G(CP"|ZZ-750}

and
, _ [ *0 Zi—1 Zit1 Zn
ol l): <2i7”.7 z % 7.“’Zi>

has holomorphic transition maps. A trivialization of H?% over U; is the map

Vi : H|y, — U; x C defined by

R e IR e =1

The transition maps gj;; : U; N U; — C* are then given by
zi\ ¢
llio: sz = (2)
Zj
and they are evidently holomorphic. For d > 0 every homogeneous complex
polynomial p : C**! — C of degree d determines a holomorphic section
s(lzo: - zn)) =120 2n;0(205 - -+ 2n)]

of H®. Tt turns out that these are all the holomorphic sections of H? and that
the only holomorphic section of H? for d < 0 is the zero section. However the
proof of these facts would take us too far afield into the realm of algebraic
geometry. An excellent reference is the book [4] by Griffiths and Harris.
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10.5.3 The Adjunction Formula

Let X be a compact connected complex surface and
ccX

be a smooth complex curve. Thus C is a compact submanifold without
boundary whose tangent space T, C' at each point x € C'is a one dimensional
complex subspace of T, X. In particular, C'is a compact oriented 2-manifold
without boundary. The adjunction formula asserts

(c1(TX),C) = x(C)+C - C, (10.57)

where C-C denotes the self-intersection number of C', x(C') denotes the Euler
characteristic of C', and (¢ (T X), C) denotes the integral of (a representative
of) the first Chern class c1(TX) € H?(X) over C.

To prove the adjunction formula we choose a Riemannian metric on
X such that the complex structure on each tangent space T,X is a skew
symmetric automorphism. Thus both the tangent bundle of C' and the
normal bundle TC* are complex vector bundles over C' and the restriction
of TX to C is the direct sum

TX|c=TCaTCH.
By the (Euler Class) axiom for the Chern classes and Example 9.45 we have
((TC),C) = (e(TC), C) = x(C).
Using the (Euler Class) axiom again we obtain
(c1(TC),C) = (e(TCH),C) = C - C,

where the last equation follows from Theorem 9.42. Here we use the diffeo-
morphism
exp: TCH — UL

in (9.18) to identity the self-intersection number of the zero section in TC+
with the self-intersection number of C' in X. Now it follows from the (Sum)
axiom for the Chern classes that

(1(TX),C) = (e1(TC),C) + (a1 (TC), C)

and this proves (10.57).
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Now suppose that # : £ — X is a holomorphic line bundle over a
compact connected complex surface without boundary and s : X — F is a
holomorphic section that is transverse to the zero section. Then it follows
directly from the definitions that its zero set

C :=s10)

is a compact complex curve without boundary. Let us also assume that
C' is connected and denote by ¢ the genus of C, understood as a compact
connected oriented 2-manifold without boundary. By Example 8.51 we have

X(C)=2-2g
and hence the adjunction formula (10.57) takes the form

2-29g=(q(TX),C)-C-C
= (a(TX) — a(E),C)

(10.58)
= / (Cl(TX) — Cl(E)) @] Cl(E)
X
Here the second equality follows from the fact that the vertical differential
Ds along C = s71(0) furnishes an isomorphism form the normal bundle
TC* to the restriction E|c. The last equality follows from the fact that the
Euler class ¢;(E) = e(E) is dual to C, by Theorem 9.47.

Example 10.40 (Degree-d Curves in CP?). As a specific example we
take
X = CP?, E=H"

Suppose that p : C> — C is a homogeneous complex degree-d polynomial
and that the resulting holomorphic section s : CP? — H? is transverse to
the zero section (see Example 10.39). Then the zero set of s is a smooth
degree-d curve

Ca = {[z20: 21 : 22 € CP?|p(20, 21, 22) = 0} .

By Example 10.37 we have ¢;(H%) = dh and by Example 10.38 we have
¢1(TCP?) = 3h. Thus equation (10.58) asserts that the genus g = g(Cy) of
the complex curve Cjy satisfies the equation

2—29:(3—d)d/ hUh = 3d — d°.
Ccp?
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Here the second equality follows from (9.33). Thus we have proved that

g(Cy) = W. (10.59)

This is the original version of the adjunction formula. One can verify it
geometrically by deforming a degree-d curve to a union of d generic lines
in CP2. Any two of these lines intersect in exactly one point and “generic”
means here that these points are pairwise distinct. Thus we end up with a
total of d(d—1)/2 intersection points. Performing a connected sum operation
at each of the intersection points one can verify the formula (10.59).

A compact connected oriented 2-dimensional submanifold ¥ ¢ CP? with-
out boundary is said to represent the cohomology class dh if dh = [rx] is
dual to ¥ as in Section 8.4.3. Thus our complex degree-d curve Cy is such a
representative of the class dh. A remarkable fact is that every representative
of the class dh has at least the genus of Cy:

g(%) > W. (10.60)
This is the socalled Thom Conjecture which was open for many years
and was finally settled in the nineties by Kronheimer and Mrowka [8], using
Donaldson theory. They later extended their result to much greater gen-
erality and proved, with the help of Seiberg—Witten theory, that every 2-
dimensional symplectic submanifold with nonnegative self-intersection num-
ber in a symplectic 4-manifold minimizes the genus in its cohomology class.
For an exposition see their book [9]. The case of negative self-intersection
number was later settled by Ozsvath and Szabo [15].

10.5.4 Chern Class and Self-Intersection

Let X be a complex surface and 3 C X be a compact oriented 2-dimensional
submanifold without boundary. Then the integral of the first Chern class of
T X over X agrees modulo two with the self-intersection number:

(1(TX),X)y=% % mod 2. (10.61)

To see this, choose any complex structure on each of the real rank-2 bundles
TY and TS+, Then the same argument as in the proof of the adjunction
formula (10.57) shows that the integral of the first Chern class of this new
complex structure on T X[y over ¥ is the sum x(X) + ¥ - X. Since the
Euler characteristic x(X) is even and the integrals of the first Chern classes
of TX |y, with both complex structures agree modulo two, by Exercise 10.41
below, this proves (10.61).
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Exercise 10.41 (Complex Rank-2 Bundles over Real 2-Manifolds).
Let ¥ be compact connected oriented 2-manifold without boundary.

(i) There are precisely two oriented real rank 4-bundles over X, one trivial
and one nontrivial.

(ii) Every oriented real rank 4-bundle admits a complex structure compat-
ible with the orientation.

(iii) A complex rank-2-bundle 7 : £ — ¥ admits a real trivialization if and
only if its first Chern number (¢ (E),X) = [, ¢1(F) is even.

Hint 1: An elegant proof of these facts can be given by means of the
Stiefel-Whitney classes (see Milnor—Stasheff [12]).

Hint 2: Consider the trivial bundle ¥ x R* and identify R* with the quater-
nions H via & = zg+izi +jro+kas where i2+j2+k?> = —1 and ij = —ji = k.
Show that every complex structure on H that is compatible with the inner
product and orientation has the form

Jy=Mi+Aj+Ak, AN+ AE=1

Thus a complex structure on £ = X x H that is compatible with the metric
and orientation has the form z — Jy(,) where A : ¥ — 52 is a smooth map.
Prove that the first Chern number of (E, Jy) is given by

/ c1(EB,Jy) = 2deg(\: ¥ — S?).
b

Use the ideas in the next Hint.

Hint 3: Here is a sketch of a proof that the first Chern numbers of any
two complex structures on an oriented real rank 4-bundle 7 : F — X agree
modulo two. By transversality every real vector bundle whose rank is bigger
than the dimension of the base has a nonvanishing section (see Chapter 5).
Hence E has two linearly independent sections s; and se. Denote by A C E
the subbundle spanned by s; and ss. Given a complex structure J on E
denote by F; C E the complex subbundle spanned by s; and Js;. Thus E;
has a global trivialization and so the first Chern number of the complex line
bundle E/E; agrees with the first Chern number of (F,.J). Show that this
number agrees modulo two with the Euler number of the oriented real rank-
2 bundle E/A. To see this, think of sy as a section of E/E; and of Js; as a
section of E//A. Both sections have the same zeros: the points z € ¥ where
A, is a complex subspace of F,. Prove that the transversality conditions for
both sections are equivalent. Compare the indices of the zeros.



10.5. CHERN CLASSES IN GEOMETRY 183

Hint 4: Choose an closed disc D C ¥ and show via parallel transport that
the restrictions of E to both D and ¥\ D admit global trivializations. This
requires the existence of a pair-of-pants decomposition of 3 (see Hirsch [6]).
Assuming this we obtain two trivializations over the boundary I" := 0D =
S1. These differ by a loop in the structure group. In the complex case this
construction gives rise to a loop g : S — U(2) € SO(4). In the real case we
get a loop in SO(4). Prove that, in the complex case with the appropriate
choice of orientations, the first Chern number of F is given by

/ c1(E) = deg(detog : S* — Sh).
b))

Prove that a loop g : S' — U(2) is contractible in SO(4) if and only if the
degree of the composition detog : S — S! has even degree.

10.5.5 The Hirzebruch Signature Theorem

Let X be a compact connected oriented smooth 4-manifold without bound-
ary. Then Poincaré duality (Theorem 8.38) asserts that the Poincaré pairing

H*(X) x HY(X) = R: ([w],[r]) — /Xw/\T, (10.62)

is nondegenerate. The pairing (10.62) is a symmetric bilinear form, also
called the intersection form of X and denoted by

Qx : H*(X) x H*(X) = R.
Thus the second Betti number bo(X) = dimH?(X) is a sum
bo(X) = b (X) +b (X)

where b+ (X) is the maximal dimension of a subspace of H?(X) on which the
intersection form @ x is positive definite and b~ (X) is the maximal dimen-
sion of a subspace of H?(X) on which Qx is negative definite. Equivalently,
b™(X) is the number of positive entries and b~ (X) is the number of negative
entries in any diagonalization of (Qx. The signature of X is defined by

o(X) = bt (X) — b (X).

The Hirzebruch Signature Theorem asserts that, if X is a complex
surface, then

/ c1(TX) U ey (TX) = 2x(X) + 30(X). (10.63)
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Equivalently, the signature is one third of the integral of the cohomology
class ¢1(TX)? — 2co(TX) € H*(X) over X. The class ¢ — 2cy is the first
Pontryagin class and is also defined for arbitrary real vector bundles £ — X
(see Exercise 10.35). Thus equation (10.63) can be expressed in the form

7(X) = 391 (TX).
(Here we use the same notation p;(7X) for a 4-dimensional deRham co-
homology class and for its integral over X.) In this form the Hirzebruch
Signature Theorem remains valid for all compact connected oriented smooth
4-manifold without boundary. It is a deep theorem in differential topology
and its proof goes beyond the scope of this manuscript.
As an explicit example consider the complex projective plane

X=CP?  c(X)=3h x(X)=3, oX)=1,
Another example is
X=5"x8%  c(X)=2a+2b, x(X)=4, o(X)=0.

Here we choose as a basis of H2(S? x S?) the cohomology classes a and b of
two volume forms with integral one on the two factors, pulled back to the
product. The intersection form is in this basis given by

~ (01
= (] ¢ )-
A third example is the 4-torus X = T* = C?/Z* with its standard complex
structure. In this case both Chern classes are zero and x(T*) = o(T*) = 0.
Exercise: Verify the last equality by choosing a suitable basis of H2(T*).
Verify the Hirzebruch signature formula in all three cases.

10.5.6 Hypersurfaces of CP?

An interesting class of complex 4-manifolds is given by complex hyper-
surfaces of CP3. More precisely, consider the holomorphic line bundle
He — CP? in Example 10.39, let p : C* — C be a homogeneous com-
plex degree-d polynomial, and assume that the resulting holomorphic sec-
tion s : CP? — H? is transverse to the zero section. Denote the zero set of
s by

X4 = {[zo D21 2o 23] € CP? | p(2g, 21, 22, 23) = 0}.
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This is a complex submanifold of CP? and hence is a complex surface. in
this case the Hard Lefschetz Theorem asserts that X, is connected and
simply connected. (More generally, the Hard Lefschetz Theorem asserts that
the zero set of a transverse holomorphic section of a “sufficiently nice” holo-
morphic line bundle inherits the homotopy and cohomology groups of the
ambient manifold below the middle dimension; “nice” means that the line
bundle has lots of holomorphic sections or, in technical terms, is “ample”.
The holomorphic line bundle H¢ — CP" satisfies this condition for d > 0.)
We prove that

(Xq) = d® — 4d® + 6d,

4d — d®
d® —6d>+11d — 3 (10.64)
bH(Xa) = et
_ 2d3 — 6d® +7d —3
b (Xq) = 3 -

To see this, we first observe that, by Poincaré duality and the the Hard
Lefschetz theorem, we have by(Xy) = b4(Xy) = 1 and b1 (Xy) = b3(Xy) = 0.
Hence

x(Xg)=2+b" +b

and so the last two equations in (10.64) follow from the first two. Next
we choose a Riemannian metric on CP? with respect to which the stan-
dard complex structure is skew-symmetric (for example the Fubini-Study
metric [4]). This gives a splitting

TCP3|x, =TXq© TXy

into complex subbundles. The vertical differential of s along X again pro-
vides us with an isomorphism Ds : TX; — El|x,. Thus, by the (Sum)
axiom for the Chern classes and Example 10.38, we have

(1+h)* = c(TCP?) = o(TXy)e(TX7) = ¢(TXy)(1 + dh).

Here we think of the cohomology classes on CP? as their restrictions to X.
Abbreviating ¢; := ¢1(T'X4) and ¢y := c2(T'Xy) we obtain

14 4h +6h% = (14 ¢; +c2)(1 +dh) = 1+ (c1 + dh) + (co + dhey)
and hence

c1 =4 —dh, ¢ =6hn*—dhc; = (d* — 4d + 6)h>.
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Since X, is the zero set of a smooth section of H? it is dual to the Euler
class e(H?) = ¢ (H?) = dh (see Example 10.37), by Theorem 9.47. Hence

/ hUh:d/ hUhUhR =d.
Xy cp3

Here the second equality follows from (9.33). Combining the last three
equations we find

X(Xd):/ cz(TX):(d2—4d+6)/ hUh =d® —4d? + 6d
Xd Xd

and

/ cl(TXd)Ucl(Xd):(d—4)2/ hUh =d(d— 4)°.
X4 Xq

Hence the Hirzebruch signature formula gives
d(d —4)? —2d® +8d*> —12d  4d — d®
3 -3

o(Xq) =

and this proves (10.64).

The first two examples are X; = CP? and X, = 82 x S2. The reader
may verify that the numbers in equation (10.64) match in these cases. The
cubic surfaces in CP? are all diffeomorphic to CP? with six points blown up.
This blowup construction is an operation in algebraic geometry, where one
removes a point in the manifold and replaces it by the set of all complex lines
through the origin in the tangent space at that point. Such a blowup admits
in a canonical way the structure of a complex manifold [4]. An alternative
description of X3 is as a connected sum

X3 = CP246CP .

Here CP~ refers to the complex projective plane with the orientation re-
versed, which is not a complex manifold. (Its signature is minus one and
the number 2x(@2) + 30(@2) = 3 is not the integral of the square of any
2-dimensional cohomology class.) The symbol # refers to the connected
sum operation where one cuts out balls from the two manifolds and glues
the complements together along their boundaries, which are diffeomorphic
to the 3-sphere. The resulting manifold is oriented and the numbers b* are
additive under this operation Thus

X(X3) =9,  o(X3)=-5  b'(Xz) =1, b (X3)=6
and this coincides with (10.64) for d = 3.
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Particularly interesting examples are the quartic surfaces in CP3. They
are K3-surfaces. These can be uniquely characterized (up to diffeomor-
phism) as compact connected simply connected complex surfaces without
boundary whose first Chern classes vanish. These manifolds do not all ad-
mit complex embeddings into CP? but the surfaces of type X4 are examples.
They have characteristic numbers

x(Xy) = 24, o(X4) = —16, bt (Xy) = 3, b (Xy) =19,

which one can read off equation (10.64). One can also deduce these numbers
from the Hirzebruch signature formula, which in this case takes the form
0 =2x+ 30 =4+ 5b" —b~. That the number b+ must be equal to 3
follows from the existence of a Ricci-flat Kahler metric, a deep theorem of
Yau, and this implies that the complex exterior power A29T*X has a global
nonvanishing holomorphic section. Therefore the dimension p, of the space
of holomorphic sections of this bundle is equal to one, and it then follows
from Hodge theory that b = 1+ 2p, = 3. The details of this lie again much
beyond what is covered in the present manuscript.
The distinction between the cases

d<4, d=4, d>4

for hypersurfaces of CP? is analogous to the distinction of complex curves
in terms of the genus. For curves in CP? these are the cases d < 3 (genus
zero/positive curvature), d = 3 (genus one/zero curvature), and d > 3
(higher genus/negative curvature). In the present situation the case d < 4
gives examples of Fano surfaces analogous to the 2-sphere, the K3-surfaces
with d = 4 correspond to the 2-torus allthough they do not admit flat
metrics, and for d > 4 the manifold Xy is an example of a surface of
general type in analogy with higher genus curves.

Exercise 10.42. Show that the polynomial p(zp,...,2,) = 28 + - + 24
on C™*1 gives rise to a holomorphic section s : CP™ — H? that is transverse
to the zero section. Hence its zero set X, is a smooth complex hypersurface
of CP™. Prove that its first Chern class is zero whenever d = n + 1. Kéhler
manifolds with this property are called Calabi—Yau manifolds. The K3-
surfaces are examples. The quintic hypersurfaces of CP* are examples of
Calabi—Yau 3-folds and they play an important role in geometry and physics.

Exercise 10.43. Compute the Betti numbers of a degree-d hypersurface
in CP*. Hint: The Hard Lefschetz Theorem asserts in this case that
bo(Xq) = ba(Xg) =1 and by (Xy) = 0.
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10.5.7 Almost complex structures on 4-manifolds

Let X be an oriented 2n-manifold. An almost complex structure on X
is an automorphism of the tangent bundle T'X with square minus one:

J:TX = TX, J?=—1.

The tangent bundle of any complex manifold has such a structure, as the
multiplication by i = v/—1 in the coordinate charts carries over to the tan-
gent bundle. However, not every almost complex structure arises from a
complex structure (except in real dimension two).

Let us now assume that X is a compact connected oriented smooth 4-
manifold without boundary. Let J be an almost complex structure on X
and denote its first Chern class in deRham cohomology by

c:=c1(TX,J) € H*(X).

This is an integral class in that the number ¢-X = (¢, X) = [;, ¢ is an integer
for every compact oriented 2-dimensional submanifold ¥ C X. Moreover,
equation (10.61) carries over to the almost complex setting so that

c-Y=3%-% mod 2 (10.65)

for every ¥ as above. The Hirzebruch signature formula also continues to
hold in the almost complex setting and hence

¢? = 2x(X) + 30(X). (10.66)

Here we abbreviate ¢ := (¢?, X) = | X c? € Z. It turns out that, conversely,
for every integral deRham cohomology class ¢ € H?(X) that satisfies (10.65)
and (10.66) there is an almost complex structure J on X with ¢ (T'X, J) = c.
We will not prove this here. However, this can be used to examine which
4-manifolds admit almost complex structures and to understand their first
Chern classes.

Exercise 10.44. Consider the 4-manifold X = (CPZ#k@2 (the projective
plane with & points blown up). This manifold admits a complex structure
by a direct construction in algebraic geometry [4]. Verify that it admits

an almost complex structure by finding all integral classes ¢ € H?(X) that
satisfy (10.65) and (10.66). Start with & =0,1,2.

Exercise 10.45. The k-fold connected sum X = kCP? = CP?# ... #CP?
admits an almost complex structure if and only if k is odd.

Exercise 10.46. Which integral class ¢ € H?(T?) is the first Chern class of
an almost complex structure on T*.
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10.6 Low Dimensional Manifolds

The examples in the previous section show that there is a rich world of
manifolds out there whose study is the subject of differential topology and
other related areas of mathematics, including complex, symplectic, and alge-
braic topology. The present notes only scratch the surface of some of these
areas. One fundamental question in differential topology is how to tell if
two manifolds of the same dimension m are diffeomorphic, or perhaps not
diffeomorphic as the case may be. In this closing section we discuss some
classical and more recent answers to this question.

The easiest case is of course m = 1. We have proved in Chapter 2 that
every compact connected smooth 1-manifold without boundary is diffeomor-
phic to the circle and in the case of nonempty boundary is diffeomorphic to
the closed unit interval. We have seen that this observation plays a cen-
tral role in the definitions of degree and intersection number, and in fact
throughout differential topology.

The next case is m = 2, where this question is also completely under-
stood, although the proof is considerably harder. Two compact connected
oriented smooth 2-manifolds without boundary are diffeomorphic if and only
if they have the same genus. As pointed out in Example 8.51, a beautiful
proof of this theorem, based on Morse theory, is contained in the book of
Hirsch [6]. The result generalizes to all compact 2-manifolds with or without
boundary, and orientable or not. Both in the orientable and in the nonori-
entable case the diffeomorphism type of a compact connected 2-manifold is
determined by the Euler characteristic and the number of boundary compo-
nents. The proof is also contained in [6]. This does not mean, however, that
the study of 2-manifolds has now been settled. For example the study of real
2-manifolds equipped with complex structures (called Riemann surfaces)
is a rich field of research with connections to many areas of mathematics such
as algebraic geometry, number theory, and dynamical systems. A classical
result is the uniformization theorem, which asserts that every connected
simply connected Riemann surface is holomorphically diffeomorphic to ei-
ther the complex plane, or the open unit disc in the complex plane, or the
2-sphere with its standard complex structure. In particular, it is not neces-
sary to assume that the Riemann surface is paracompact; paracompactness
is a consequence of uniformization. This is a partial answer to a complex
analogue of the aforementioned question. We remark that interesting objects
associated to oriented 2-manifolds are, for example, the mapping class group
(diffeomorphisms up to isotopy) and Teichmiiller space (complex structures
up to diffeomorphisms isotopic to the identity).



190 CHAPTER 10. CONNECTIONS AND CURVATURE

The compact connected manifolds without boundary in dimensions one
and two are not simply connected except for the 2-sphere. Let us now turn
to the higher dimensional case and focus on simply connected manifolds. In
dimension three a central question, which was open for about a century, is
the following.

Three Dimensional Poincaré Conjecture. Fvery compact connected
simply connected 3-manifold M without boundary is diffeomorphic to S>.

This conjecture has recently (in the early years of the 21st century) been
confirmed by Grigory Perelman. His proof is a modification of an earlier pro-
gram by Richard Hamilton to use the socalled Ricci flow on the space of all
Riemannian metrics on M. The idea is, roughly speaking, to start with an
arbitrary Riemannian metric and use it as an initial condition for the Ricci
flow. It is then a hard problem in geometry and nonlinear parabolic partial
differential equations to understand the behavior of the metric under this
flow. The upshot is that, through lot of hard analysis and deep geometric
insight, Perelman succeded in proving that the flow does converge to a round
metric (with constant sectional curvature). Then a standard result in differ-
ential geometry provides a diffeomorphism to the 3-sphere. The proof of the
Poincaré conjecture is one of the deepest theorems in differential topology
and is an example of the power of analytical tools to settle questions in ge-
ometry and topology. There are now many expositions of Perelman’s proof
of the three dimensional Poincaré conjecture, beyond Perelman’s original
papers, too numerous to discuss here. An example is the detailed book by
Morgan and Tian [13].

The higher dimensional analogue of the the Poincaré conjecture asserts
that every compact connected simply connected smooth m-manifold M
without boundary whose integral cohomology is isomorphic to that of the
m-sphere, i.e.

Z, for k=0 and m,

k . _
H (M’Z)_{ 0, for1<k<m-—1,

is diffeomorphic to the m-sphere. This question is still open in dimension
four. However, by the work of Michael Freedman, it is known that every such
4-manifold is homeomorphic to the the 4-sphere. In fact one distingushes
between the smooth Poincaré conjecture (which asserts the existence
of a diffeomorphism) and the topological Poincaré conjecture (which
asserts the existence of a homeomorphism). Remarkably, the higher dimen-
sional Poincaré conjecture is much easier to understand than in dimensions
three and four. It was settled long ago by Stephen Smale with the methods
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of Morse theory. A beautiful exposition is Milnor’s book [11]. The topo-
logical Poincaré conjecture holds in all dimensions m > 5. But in certain
dimensions there are socalled exotic spheres that are homeomorphic but
not diffeomorphic to the m-sphere. Examples are Milnor’s famous exotic 7-
spheres. Later work by Kervaire and Milnor showed that there are precisely
27 exotic spheres in dimension seven.

Let us now turn to compact connected simply connected smooth 4-
manifolds X without boundary and with H?(X) # 0. The intersection form

Qx : H*(X) x H*(X) = R

is then a diffeomorphism invariant and so are the numbers b*(X) and b~ (X)
(see Section 10.5.5). They are determined by the Euler characteristic and
signature of X. In fact, more is true. The intersection form can be defined
on integral cohomology and Poincaré duality over the integers asserts that it
remains nondegenerate over the integers (which can be proved with the same
methods as Theorem 8.38 once an integral cohomology theory has been set
up). This means that it is represented by a symmetric integer matrix with
determinant +1 in any integral basis of H?(X;Z).

This leads to the issue of understanding quadratic forms over the inte-
gers. One must distinguish between the even and odd case, where even
means that Q(a,a) is even for every integer vector a and odd means that
Q(a,a) is odd for some integer vector a. Thus an oriented 4-manifold X
is called even if the self-intersection number of every compact oriented 2-
dimensional submanifold ¥ C X without boundary is even and it is called
odd is the self-intersection number is odd for some . This property (being
even or odd) is called the parity of X. For example, it follows from the
formula (10.61) that a hypersurface X; C CP? of degree d is odd if and only
if d is odd. (Exercise: Prove this using the fact that ¢;(Xy4) = (4—d)h. Find
a surface with odd self-intersection number when d is odd.)

Examples of even quadratic forms are

2 -1 0 0 0 0 0 0
-1 2 -1 0 0 0 0 0

0 -1 2 -1 0 0 0 -1

01 0 0 -1 2 -1 0 0 0
H_<1 0)’ Es=1 9 0o 0 -1 2 -1 0 o0
0o 0 0 0 -1 2 -1 0

0o 0 0 0 0 -1 2 0

0o 0 -1 0 0 0 0 2
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Both matrices are symmetric and have determinant +1. The second matrix
is the Cartan matrix associated to the Dynkin diagram Fg and is positive
definite. A quadratic form (over the integers) is called indefinite if both b™
and b~ are nonzero. The classification theorem for nondegenerate quadratic
forms over the integers asserts that every indefinite nondegenerate quadratic
form is diagonalizable over the integers in the odd case (with entries +1 on
the diagonal) and in the even case is isomorphic to a direct sum of copies
of H and +Fg. It follows, for example, that the self-intersection form of a
K 3-surface is isomorphic to 3H — 2Fg. However, there are many positive
(or negative) definite exotic quadratic forms. A deep theorem of Donaldson,
that he proved in the early eighties, asserts that the intersection form of
a smooth 4-manifold is diagonalizable, whenever it is positive or negative
definite. Thus the exotic forms do not appear as intersection forms of smooth
4-manifolds.

Donaldson’s Diagonalizability Theorem. If X is a compact connected
oriented smooth 4-manifold without boundary with definite intersection form
Qx, then Qx is diagonalizable over the integers.

Combining this with the aforementioned known facts about quadratic forms
over the integers, we see that two compact connected simply connected
oriented smooth 4-manifolds without boundary have isomorphic intersection
forms over the integers if and only if they have the same Euler characteristic,
signature, and parity. Now a deep theorem of Michael Freedman asserts
that two compact connected simply connected oriented smooth 4-manifolds
without boundary are homeomorphic if and only if they have isomorphic
intersection forms over the integers. In the light of Donaldson’s theorem
Freedman’s result can be rephrased as follows.

Freedman’s Theorem. Two compact connected simply connected oriented
smooth 4-manifold without boundary are homeomorphic if and only if they
have the same Fuler characteristic, signature, and parity.

A corollary is the Topological Poincaré Conjecture in Dimension Four. A
natural question is if Freedman’s theorem can be strengthened to provide a
diffeomorphism. The answer is negative. In the early eighties, around the
same time when Freedman proved his theorem, Donaldson discovered re-
markable invariants of compact oriented smooth 4-manifolds without bound-
ary by studying the anti-self-dual Yang—Mills equations with structure group
SU(2). He proved that the resulting invariants are nontrivial for Kahler
surfaces whereas they are trivial for every connected sum X;# X, with
b (X;) > 0. Thus two such manifolds cannot be diffeomorphic.
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Donaldson’s Theorem. Let X be a compact connected simply connected
Kahler surface without boundary and assume

bvH(X) > 2.

Then X is not diffeomorphic to any connected sum kCP2#€@2.

If course, the only candidate for such a connected sum would be with

This manifold has trivial Donaldson invariants because k£ > 2, and therefore
cannot be diffeomorphic to X. To make the statement interesting we also
have to assume that X is odd. Then the two manifolds are homeomorphic,
by Freedman’s theorem. An infinite sequence of examples is provided by
hypersurfaces Xy C CP? of odd degree d > 5 (see Section 10.5.6). These
are connected simply connected Kahler surfaces, satisfy bt (Xy) > 2, and
they are odd. Hence Donaldson’s theorem applies, and Friedmans theorem
furnishes a homeomorphism to a suitable connected sum of CP?’s and CP’s.

A beautiful introduction to Donaldson theory can be found in the book
by Donaldson and Kronheimer [3]. The book includes a proof of Donald-
son’s Diagonalizability Theorem, which is also based on the study of anti-
self-dual SU(2)-instantons. When Seiberg—Witten theory was discovered in
the mid nineties, Taubes proved that all symplectic 4-manifolds have non-
trivial Seiberg—Witten invariants. Since the Seiberg—Witten invariants of
connected sums have the same vanishing properties as Donaldson invari-
ants, this gave rise to an extension of Donaldson’s theorem with the word
Kahler surface replaced by symplectic 4-manifold. Both Donaldson theory
and Seiberg—Witten theory are important topics in the study of 3- and 4-
dimensional manifolds with a wealth of results in various directions, the
Kronheimer—Mrowka proof of the Thom conjecture being just one example
(see Section 10.5.3). In a nutshell one can think of these as intersection the-
ories in suitable infninite dimensional settings. This shows again the power
of analytical methods in topology and geometry.
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